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A SOURCEBOOK FOR THE DESIGN

OF A

REGIONAL ENVIRONMENTAL LEARNING SYSTEM

VOLUME IV: CONDUCTING COLLECTIVE INQUIRY

PREFACE

This is one of six Volumes of a report which collectively,

is intended to be a Sourcebook for the Design of a Regional

Environmental Learning System. The report was prepared under

Contract 300-700-4028 with the Office of Environmental Education.

This six-volume report presumes some background concerning

the concept of a Regional Environmental Learning System, and

with environmental education as a whole. Considerable relevant

background was supplied in Volume 9 of the 4th Quarterly Report

(A Descriptive Analysis of Environmental Education) and in

the 5th Quarterly Report (Conceptual Basis for the Design of

Regional Environmental Learning Systems), both of which are

available from the Office of Environmental Education.

Volume 1 contains an Overview of the Sourcebook, with

short summaries of the other Volumes.
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VOLUMEIV

CONDUCTING COLLECTIVE IN UIRY

EXECUTIVE SUMMARY

As indicated in previous volumes, especially Volumes.I and III, teaming

about one's environment encompasses a large number of factors, factors like

resources, conservation, pollution, economics, demography, urban and regional

planning, technology, and transportation. Understanding all these factors,

their interrelations, and their implications for planning and managing one's

future cannot be done alone. Involvement in collective inquiries with other

participants with a variety of skills, knowledge, experiences, perceptions,

and values is required. For such inquiries to be efficient and productive,

means for managing the generation, structuring, communication, and document-

ation'of ideas are needed, in other words, tools for idea management are needed.

Through the use of such tools, the process of collective inquiry may enable

individuals and groups to understand and improve their environments.

In addition to helpiog individuals, the process 3f collective inquiry is

useful to teachers and others concerned with managing or facilitating learning.

Collective inquiries can be exceedingly useful for achieving environmental

education "that synthesizes and integrates pertinent subject matter across

and between a variety of disciplines". In addition to idea management tools,

approaches to planning and managing the conduct of collective inquiries are

needed.
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This volume provides some tools and approaches for conducting collective

inquiries. Although an attempt is made to providu the reader with enough in-

formation to carry out an inquiry, the references proviee murE information and

may be referred to if the information provided in this volume needs to be augmented,.

As used here, "approaches to collective inquiries" mean suggestions and ideas

for planning and managing the process of an inquiry. "Tools" mean particular

ways to facilitate a particular step in the process.

gl-kg_IaligliaY STEPS

Why might one Want to conduct a collective inquiry? The answer depends°on

the stage at which a collection of participants is dealing with an environmental

issue. For different stages, different purposes are served. Some examples are:

to raise awareness of environmental issues and problems or opportunities,

to define or explain problems and issues concerning the environment,

to share perceptions or facts,

to discover values, beliefs, or assumptions,

to set goals,

to develop candidate policies, plans, or programs to achieve goals,

to assess the worth of candidate policies, plans, or programs,

to choose policies, plans, or programs,

to develop approaches for implementation of choices,

to identify who have what tasks to accomplish for implementation,

to evaluate performance of policies, plans, or programs.
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To achieve any of these purposes, it is helpful to give careful consideration

to the following steps for conducting an inquiry.

I. At the outset it is important to define clearly the purpose(s) of the

collective inquiry. This is needed to insure that the participants work together

toward a common goal. If it is not done, some participants may try to engage in

activities that are incompatible with the activities of other participants during

an inquiry. As an example, some may try to develop candidate policies addressed

to an environmental issue while other participants at the same time are trying

to assess the worth of policies. The former group is engaged in a process re-

quiring conceptualization, while the latter is engaged in analysis. Mixing these

kinds of activities at the same time often leads to conflicts and/or failure.

An approach more likely to succeed would separate the activities in time by first

generating candidate policies and then assessing the worth ofeach candidate.

Defining the purpose clearly will help the group of participants to focus on

a single task at any given point in time and, thereby, improve their chances

for success. [1] [2]

Another reason for defining the purpose clearly is to help insure that ap-

propriate participants, appropriate arrangements, p,nd appropriate tools are

obtained and involved in the inquiry. More is said on these below.

2. It is important to plan well for obtaining good participants and arrange-

ments for an inquiry. Too often collective inquiries fail because not enough

atItention is given to one or both of these. Table I indicates some of the main

points requiring attention.



TABLE I

PLANNING COLLECTIVE MQUIRIES

o GET GOOD PARTICIPANTS

o INSURE GOOD PHYSICAL ARRANGEMENTS

o INSURE GOOD STAFFING

o PREPARE SOURCE MATERIAL FOR THE INQUIRY

o INSURE GOOD RECEPTION AND ORIENTATION FOR PARTICIPANTS

o INSURE CONTRIBUTIONS ARE RECORDED

o PREVENT DISRUPTIONS TO ORDERLY THINKING

o SUMMARIZE AND FEED BACK RESULTS

o DOCUMENT AND ANALYZE INQUIRY.PROCESS AND RESULTS

o DISTRIBUTE FINAL REPORT

Good participants have the right qualifications, are willing to contribute,

and have an imterest in the issue under consideratjon,

Good physical arrangements have.adequate blackboards, flip charts, sound-

proofing, temperature control, audio-visual equipment, sleeping accommodati.ons,

and everything else needed to facilitate the koductivity of the effort.

Good staffing insures adequate secretarial help, receptionists, etc., as

well as resource persons with knowledge of the content of the issue in the

inquiry.

In addition to resource persons, the content of the inquiry may be aided by

providing "issue" or "barleground" papers for the participants to be read before

the meeting and/or referred to at the meeting. Relevant "facts books" may be

prepared also for use at the meeting.

1



A good reception for the participants reinforces in their minds that their

contributions are important for the success of the meeting. Good oriertation

focuses their thinking on the purposes for the meeting, the Processes to be em-

ployed to achieve those purposes, and the schedule to be followed. Good orien-

tation also helps insure that no participants' contributions are lost because the

participants are lost.

Recording the contributions of the participants insures that after the meeting

one can refer to the record for whatever reason.

Preventing disruptions of the participants' work is important whether from

telephone calls, the need for minor decisions, lobbyists for special interests,

or whatever.

Summarizing and feeding back results is useful during and after the meeting.

Errors can be corrected. Results can be improved through iteration. The amount

of progress can be assessed.

Documenting the process and the results of theinquiry serves several purposeS.

It allows analysis both by the participantsand by others not involved. It provides

a springboard for later stages of inquiry. And it provides valuable information

for improving the tools for collective inquiry. It allows others not inyolved

in the process to share in the learning achieved.

None of this can be achieved without careful and persistent attention to

detailed planning.

3. After the purpose for the'inquiry is defined and the participants and

arrangements are fixed, attention can turn to the inquiry process as such. In



most cases, the participants first need to identify the elements of the issue being

addressed. For example, if the purpose of the collective inquiry it to define an

environmental problem, different participants can probably see different.contri-

buting factors. Th )e factors put together make up the environmental problem.

Each is an element of the problem; none it the whole problem. Through the process

of generating the elements, the participants gain an improved and shared under-

standing of the whole problem.

4. After the elements of the issue under consideration have been generated,

it is natural in most circumstances to begin to consider what the relations are

among the elements. Transitive relations are useful for developins;yhains of

relations. For example, suppose the elements of the issue are the gritributing

factors of an environmental problem. Consider the relation "contributes to".

Then if factor A contributes to factor B, and if factor B contributes to factor

C, then,by transitivity, factor A contributes to factor C.

Choosing the relation to use is an important decision in most inquiries. Con-

sider for a moment the differences in the following: "contributes to"; 'is more

important than"; "is more easily managr than"; and "occurs before". Depending

on which one of these is chosen, in most cases, different structures of related

elements will rerlt. It is sometimes useful to consider more than one relation

with a set of elements, but not at the same time.

5. After a contextual relation is chosen, the participants may begin to

consider pairs of elements to decide whether thf relation holds between them.

.In the process of deciding whether the relation holds, two situations can arise.

The first occurs when the group decides the relation holds in both directions.

For example, the group might decide the chicken is more important than the egg

and that the egg is more important than the chicken, in which case, it seems

natural to agree they dre of equal importance. Such situations can occur with



many relations, e.g. "contributes to". The ,..cond situation occurs when the group

finds it impossible to decide that the ''ds in either direction, e.g.

A is not more important than B,and B- diportant than A. There is no

requirement that the relation hold in eiLn. .4irection, and no one should be

concerned if it does not.

In the.process of deciding whether the relation holds, between two'elements,

the group often develops an improved definition or understanding of the elements

or the relation. They also often gain a better understandfng'of other pafticipants'

views about the elements or the values, beliefs, or perceptions of other participants.

These improved understandings are among the main, beneficial outcomes of collective

inquiries.

This step ends when all the pairs of elements have been tested with the chosen

relation either directly,or by inference using transitivity. By using the letter,

the group usually does not'have to decide a large number of cases. That is, if A

relates to B and B relates to C, then it canile.inferred immediately that A relates

to C without asking the group to decide. The use,of a computer greatly facilitates

making such inferences.

6. Once the relation has been tested with all pairs of elements and the results

have been displayed, then the group can analyze the results to determine if they .seem

intuitively reasonable .or, failing that, determine an explanation' for the resulting

structure of related elements. If this is possible, new insights about the issue

under consideration are often gained.

If the results do not seem reasonable and no explanation can be found, then the

group may choose to amend the structure to achieve one that does seem intuitively

reasonable ur that can be explained. One of the ways to amend the structure is

to reconsider decisions where the group was almost/evenly divided on whether the

1ti
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relation held or'not. Kough additional discussion, the group may decide to

'reverse the aecision. This will alter the structure. Another way to amend the struc-

ture is to recognize and decide that a major portion of the structure belongs in

a different place within the overall structure. In these cases and others the amend-

ment process is facilitated by the use of a computer.

Several different structures may be achieved by using different elements, or

different relations, or different groups of participants. In these cases and in

others, there may be a need to rank or assess the worth of the various structures.

7. When the collective inquiry is completed, documentation of the results

and the process is useful for several reasons. It allows others who were not
'4

participants to gain some understanding of how the results were achieved. If they

see weak points, these can be strengthened. Another benefit /is to enable other

participants to build on the results. A third use is for reference by the par-

ticipants or others who may want to look back at the process or the results.

After documentation,the results should be disseminated to all of those who

need to be aware of or to use the results for follow-up actions.

APPROACHES TO COLLECTIVE INQUIRIES

Approaches to collective inquiries considers the questions of who, where, what,

and when. Who will participate? Who will serve as resource persons3 Who will

the staff be to support the effort? Where will the meetings be held? Where

will those involved stay? What equipment will be needed? What resource materials

will be needed? When will the meetings begin? When will they end?

Answers to such questions will depend on a number of factors. Chief among

them will be how soon the results must be obtained an how many of the objectives

given in the previous section are to be sought. Two important constraints on the
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approach to be taken are the.funding and staffing available for the inquiry.

These kinds of factors and constraints are important for deciding whether to

undertake a collective inquiry at all and, if thardecision is in the affirmative,

what approach to take.

In this section, three approaches are described. All of them have been used

successfully in actual inquiries. They differ mainly along one dimension, the

time required to conduct the inquiry. ThAirst requires aboutrforty-eight hours;

the second, about four to six weeks; and the third may take more than a year.

It is not intended to imply that inquiries could not take more or less time. These

are examples.

For a particular inquiry, combinations of the three might be appropriate.

For example. the third approach might include a sequence of inquiries using the

first approach. It is intended that the descriptions of these three approaches

may help to suggest to the reader how to design her/his own approach to satisfy

the need at hand.

1. CHARETTE APPROACH

The term "charette" comes from the early French schools of architecture and

refers to the approach used by students for design projects. They worked around

the clock during a short period of time to complete their designs.

This approach was adopted by the Forest Service for land management planning

for the Shawnee National Forest in Illinois. [3] Simply stated this was a joint

effort of Forest Service personnel and concerned citizens to devglop the management

plan for the Shawnee National Forest through the year 1985. By working together,

collectively, they exchanged ideas, analyzed the available and potential natural

resources, considered the constraints and demands, and developed what they considered

to be the best management plan they could. The work began on Friday at 5:30 pm

and closed the following Sunday at 5:00 pm. The work continued past midnight for

some of the participants.

lb
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Although the inquiry only lasted about forty-eight hours, the time required

to prepare for it and to process the results was considerably longer. Interested

and capable citizens were identified and recruited to participate in the meeting.

A study guide was prepared that included salient facts on the issues that would

be covered at the meeting. The study guide was mailed to the participants fol-

lowed by a reminder letter to study the material, attend the meeting, and submit

comments on the issues. The comments were analyzed, summarized, and fed back to

the participants. Arrangements were made to pre-register the participants by

mail. Motel arrangements were made and c4cked to be sure they were adequate.

Audio-visual equipment was obtained and inspected to insure it was working. Arrange-

ments were made and checked to insure there were enough and good meeting rooms,

blackboards, chalk, flip-charts, markers, etc. Secretarial services were obtained

for the meeting and fur processing the results. Resource persons and group leaders

were identified,selected, recruited, confirmed, and 'informed. The group leaders

were chosen on the basis they were known to be interested, open minded, and able

to encourage broad coverage and participation. Work assignments and schedules were

prepared for supporting staff including scribes for each work group. A briefing

Was given to the supporting staff. Major issues or projects that were to be covered

in the Charette were selected, and brtefing papers prepared for eath of them.

Arrangements for registering and welcoming the participants at the meeting were

made including assignments to work groups. A speech was prepared for the forest

supervisor to give to welcome the participants, and to provide motivation and

orientation for their work.

Following the meeting, reference and other materials were retrieved from the

participants. Reports from the work groups were collected. The scribes and other

relevant staff remained at the site of the Charette to analyze the written reports



and to clarify or elaborate on the language when it was deemed desirable. Still

at the site, a draft of the summary report was prepared. Later the final report

was prepared and disseminated.

Additional arrangements were made for conducting the meetings. Scribes

were asked to report on the process of the meetings and to record agreed-upon

definitions or contraints, rejected ideas, accepted ideas, and conclusions.

Plans were made to minimize interruptions to insure the.maximum benefit from the

participant& contributions. A plenary session was planned for Sunday after-

noon where the group leaders delivered oral reports on the results of their meetings

and the forest supervisor thanked the participants for their help.

A summary of the main steps in the Charette approach is given in Table II.

Helpful tools for use during such meetings are given in the section on Tools for

Collective Inquiries.

TABLE II

CHARETTE PROCESS

1. Prepare a brochure to serve as a study guide for the participants. In-

clude the salient facts on the issues they will address.

2. Identify and recruit relevant participants and mail them the brochure.

3. Send follow up letter to remind participants to study material, attend

sessions, and provide comments.

4. Make arrangements to process comments i.e. analyze, summarize, and disseminate.

5. Make arrangements for registering participants by mail.

6. Insure that motel arrangements are in order including audio-visual equip-

ment, auditorium, conference rooms, flip charts, blackboards, secretarial

services, computer services and telephone lines, if needed.

7. Select, recruit, confirm, and inform resource persons.

lb
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8. Develop list of potential projects to be discussed.

9. Select, recruit, confirm, and inform Group Leaders. Select on basis of

personal knowledge of abilities, interest in project area, open-mindedness,

and ability to encourage broad coverage and participation.

10. Arrange for registration and reception at meeting. Prepare name tags.

11. Prepare work assignments and schedules for support staff, including Scribes

for each work group.

12. Prepare motivation and orientation speech.

13. Give briefing to support staff.

14. Prepare reference materials to be available at meeting.

15. Register participants and assign them to work groups.

16. Deliver motivation and orientation presentation.

17. Introduce Work Group Leaders, Scribes, and resource persons, and break into

Work Groups.

18. Insure that Scribes record' process, rejected ideas, and accepted ideas.

19. Prevent special-interest "floaters" from traveling from group to group to

carry their proposals.

20. Convene final plenary session and make opening remarks on its purpose.

21. Have Group Leaders deliver oral and written reports to top manager.

22. Have top manager thank participants and all others involved for their work.

23. Request participants and others to return reference and other materials and

adjourn meeting.

24. Collect registration list and Work Group reports.

25. Hold Scribes and other relevant staff at Charette site to.analyze written

reports and elaborate on language If needed.

26. At site, prepare draft of summary report.

27. Prepare final report.

28. Distribute final report to participants and other appropriate persons.



-13-

2. 'AT&T/BATTELLE APPROACH

The approach described in this section was first used in Columbus, Ohio,

to assess that community's expectations for a public school curriculum The

development of the approach was sponsored by Al&T and Battelle Memorial

Institute, Battelle Columbus Laboratory (BCL).

The approach is iterative. Information is requested 'irom participints.

The information received is analyzed, categorized, and summarized. The resuls

are then returned to the participants with a request for additional information

that elaborates or refines the previous information. A summary report is pre-

pared and distributed.

In the implementation of this approach in Columbus, one of the first steps

taken was to obtain the support of the Board of Education for the assessment and

to have it appoint a coordinator for the, assessment. This was important for

conducting the assessment and for the acceptance of the results. Concern for

"legitimacy" is important in most collective inquiries.

In developing the approach, a plan was established for recruiting partic-

ipants for the assessment who represented a cross-sectiop of those who were

concerned about the learning outcomes achieved by students. Among those con-

cerned about learning outcomes are students, parents, employers, teachers and

other members of the community. It was important that the plan for obtaining

participants emphasized this need for representative participants.. There were

about 1700 participants (including group leaders) from 14 school areas in the

Columbus assessment. The first question used'to generate information by the

participants was "What does a person leaving high school need to know or be

able to do to''make it' in life?" (This terminology was employed because it

was recognized that a number of students leave school before they obtain diplomas.)

20
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Two types of supporting staff were involved, trainers and groto leaders.

The trainers were graduate students at Ohio State University and the group

leaders were teachers, students, parents, businessmen, and other members of the

community. Ths means for selecting group leaders in the 14 school areas is shown

in Figure 1. There were 8 trainers and 257 group leaders. The trainers pro-

vided training for the group leaders, gave them advice when it was needed,

monitored their progress, and helped insure the assessment proceeded on schedule.

The group leaders recruited the participants, made arrangements for meeting

locations, notified and reminded participants of meeting times, distributed

necessary materials at the meeting, led the meetings, collected results, and

fed them back to the Battelle staff coordinating the assessment.

STUDENTS TEACHERS COMMUNITY MEMBERS BUSINESSMEN

DISTRIBUTION OF
LEADERS

3 LEADERS REPRESENT-
ING EACH ATTENDANCE
AREA

5 LEADERS REPRESENT-
1NG EACH ATTENDANCE
AREA

2 LEADERS REPRESENT-
ING EACH PUBLIC
SCHOOL

12 TO 20 LEADERS
REPRESENTING THE
ENTIRE COMMUNITY

RESPONSIBILITY FOR
SELECTING LEADERS

EACH HIGH SCHOOL
PRINCIPAL -.

EACH HIGH SCHOOL
PRINCIPAL

EACH SCHOOL
PRINCIPAL

PROJECT DIRECTOR

SELECTION CRITERIA o JUNIOR OR SENIOR
o BOTH SEXES
o INTEREST IN TOPIC

AND WILLINGNESS TO
ORGANIZE OTHER
STUDENTS

o FROM FEEDER
SCHOOLS AS WELL AS
HIGH SCHOOL

o BOTH SEXES
o INTEREST IN
CURRICULUM

o FROM VARIETY OF
FIELDS

o PARENTS AND NON-
PARENTS

o BOTH SEXES
o NOT EMPLOYED BY
CITY SCHOOLS

o WILLINGNESS TO SEE
AN ACTIVITY
THROUGH TO COM-
PLETION

o BASIC READING,
WRITING, AND
SPEAKING SKILCS

o FAMILIARITY WITH
JOB REQUIREMENTS
IN 1123 BUSINESS

o DIRECTLY INVOLVED
IN EMPLOYEE
TRAINING

o REPRESENTATIVES
FROM A VARIETY OF
TRADES, PROFES-
SIONS, BUSINESSES,
AND SERVICES

FIGURE 1. SELECTION OF GROUP LEADERS



TABLE III

TOPICS COVERED IN THE GROUP LEADER'S GUIDE

(1) WHY IS THIS PROJECT IMPAFTANT?

(2) HOW IS THE PROJECT ORGANIZED?

(3)- WHAT ARE THE RESPONSIBILITIES OF A GROUP LEADER?

(4) WHAT ARE THE DETAILS ABOUT THE MEETINGS THE GROUP LEADER

MUST CONDUCT?

(5) HOW SHOULD THE GROUP LEADER SELECT HER/HIS GROUP MEMBERS? WHAT IS

THE "INFORMATION SHEET" THAT IS TO BE DISTRIBUTED? WHAT IS THE

"PROJECT OVERVIEW"?

(6) IN ADDITION TO SELECTING AND CONTACTING GROUP MEMBERS, HOW SHOULD

THE GROUP LEADER PREPARE FOR THE FIRST MEETING? WHAT ARE SOME OF

THE SKILLS THAT AN EFFECTIVE GROUP LEADER POSSESSES? WHAT IS A GOOD

WAY TO ARRANGE THE MEETING ROOMS FOR THE COMMUNITY GROUP MEETINGS?

(7) HOW DOES THE GROUP LEADER CONDUCT THE FIRST COMMUNITY MEETING?

(8) WHAT SHOULD A GROUP LEADER DO BEFORE THE SECOND TRAINING SESSION?

(9) WHAT MATERIALS SHOULD A GROUP-LEADER'S TEAM RECEIVE IN THE EQUIPMENT KIT?

(10) HOW SHOULD THE GROUP LEADER PREPARE'FOR THE SECOND COMMUNITY MEETING?

(11) HOW DOES THE GROUP LEADER CONDUCT THE SECOND COMMUNITY MEETING?

WHAT SHOULD BE REVIEWED FROM SESSION I? HOW DETAILED SHOULD THE

SKILL STATEMENTS BE?

(12) WHAT SHOULD THE GROUP LEADER DO AFTER,THE TRAINING SESSIONS ARE

COMPLETED?
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TABLE IV

AT&T/BATTELLE APPROACH FOR ASSESSING COMMUNITY

EXPECTATIONS FOR PUBLIC SCHOOL CURRICULUM

1. Obtain the support of the Board of Education and a Coordinator for it.

2. Recruit Trainer's and Group Leaders. Develop a plan for recruiting

participants.

3. Identify and secure appropriate locations for meetings and schedule chem.

4. Prepare materials explaining the goals of the project and the processes to
be employed to generate information.

S. Prepare audio tapes to be used by Trainers in training Group Leaders.

6. Develop Group Leaders Guide.

7. Instruct Trainers on use of audio tapes and Group Leaders' Guide. Dis-

cuss anticipated problems Group Leaders might encounter in their commun-

ity meetings.

8. Prepare instruction for Group Leaders including what their responsibili-
ties are, explanation of how the project is organized, how to recruit
community participants, how to arrange location for community.meeting,
how to prepare for community meeting, what to distribute (posters, hand-

outs, index cards, badges, magic markers, etc.), and the results needed.

9. Insure that Trainers have recruited, confirmed, and reminded Group
Leaders and have prepared for and scheduled training sessions.

10. Prepare plan for analysis of meeting results and the scheduling of
succeeding meetings.

11. Insure that Group Leaders have recruited representative participants
from the community and arranged for meetings.

12. Send postcards to Group Leaders and participants to remind them before

each meeting.

13. Inspre that Group Leaders report results of meeting to ProSect Director.

14. Analyze results and prepare feedback to participants and request more

refined input.

15. Repeat 12 and 13 and summarize the results.

16. Have participants review results and feed back.

17. Prepare and distribute final report.
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The Battelle staff prepared materials for orienting the supporting staff

and others. These materials explained the goals of the project and the processes

to be employed for generating information. The Battelle staff also prepared

audio tapes for the trainers to use in training group leaders and developed a

group leader's guide. The topics covered in the guide are shown in Table III.

The trainers were instructed on the use of audio tape equipment and the use

of the tapes and the group leader's guide. Anticipated problems that the group

leaders might encounter were discussed along with possible ways the trainers

might suggest for handling them.

The results of the assessment were sent to the 1700 participants, the Board

of Education, and the school administration.

A sulmary of this approach is given in Table IV. Application kits for this

approach are available from Communication Technology Corporation in Marlton,

New Jersey.

3. WASHINGTON STATE APPROACH

The approach described in this section was used in the State of Washington

to help define alternative futures for the state and to formulate proposed leg-

islation to help achieve specific goals. The effort was initiated by the Governor

to guide the state government's program planning and to provide criteria for

making budget decisions.

There were several categories of participants. First, there was a task force

of 165 members These were chosen from over 4000 nominees,as a representative

sample of the state's population. Second, there were 1500 participants from ten

geographic areas. Third there were 500 from each of these ten geographic areas

making a total of 5000. And finally there was a group of 1000.

The initial efforts consisted of four, 3-day workshops lasting 16 hours each

24
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day. The participants in these were the 165 members of the task force. The

workshops consisted of classroom sessions, in-depth exchanges of information

and perceptions, and futuresTcreating exercises. The 165 produced a number of

candidate goals and analyzed them for the impact each would have on the other

goals.

These workshops were augmented by areawide meetings in ten geographic areas

of the state involving 1500 participants. These meetings were briefer futures-

creating sessions.

Following the ten area meetings, the 165 reconvened and finalized eleven

alternative futures and a large number of specific goals.

Next an intensive media campaignwas mounted to inform the population at

large about the results. Weekly television programs were given in an effort

to educate citizens. News releases were prepared and distributed to news-

papers throughout the state.

Following the media campaign, citizens were surveyed for their preferences.

The questions were developed by researchers working with the 165. A telephone

survey of 1000 citizens was done to get feedback as quickly as possible. A mail

survey was made of 500 citizens in each of the ten geographical areas to determine

geographical variations in preferences. The 165 were surveyed by mail to obtain

the views of those who had struggled with the issues. And, finallqie the 1500

participants in the area conferences were surveyed by mail to.get "informed"

perspectives.

The results of .he surveys were cross-tabulated to provide views of subgroups,

e.g. high and low inLome group. The results were presented to the 165 tark force

members who then prepared final recommendations which were strongly influenced



by the survey results. There were seven issue areas included: economic

-growth and population settlement; environmental protection and land use;

natural resources and energy; transportation and communication; human

development; education and training; and government.

The recommendations were incorporated into the governor's 1975 state

of the state address and integrated into 20 of the 30 pieces of legislation

he recommended to the legislature.

As may have been noted by the reader, this approach incorporates features

of the two approaches described previously.

More detail can be obtained from refereh,es [5] and [6].
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TOOLS FOR COLLECTIVE IN UIRY

In the first section of this volume, seven steps of a collective inquiry

are described beginning with defining the purpose of the inquiry and ending with

documenting the process and the results.

In che second section, three approaches to planning the arrangements for

a collective inquiry are given. These approaches are especially useful'for

step two of the first section, i.e. planning the process for the inquiry.

In this section some tools are presented that are intended to be usefu'

in carrying out the other steps. After the tools are described, a report is

given on a field test of the tools.

DESCRIPTIONS OF TOOLS

In the pages that follow, brief descriptions of five recommendeo tools

for conducting collective inquiries are given. These are brainwriting, nom-

inal group technique, interpretive structural modeling, voting procedures,

and worth assessmeni. (The options profile is described in Volume 2.)

The applicability of these tools and the approaches described earlier are

indicated in Figure 2. The descriptions of the tools are intended to give

the reader enough information to see their usefulness. On the other hand,

those who Want to apply the tools will probably need additional information.

'That can be obtained from the references provided at the end Of )this volume.
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BRAINWRITING (IDEAWRITING)

A collective inquiry tool useful for generating ideas by small groups. Ideas are generated by individuals
stimulated by a carefully prepared, trigger question. Ideas are written on sheets of paper. The sheets are
passed to other participants who elaborate or clarify the ideas already recorded or add new ideas. This

tool is helpful in defining problems, conceptualizing approaches to solutions, and formulating policies. It
is especially useful when uncertainty or controversy exists about an Issue or problem and its possible reso-

lution. It works well even when it is important to neutralize the effects of dominant individuals.

APPROPRIATE CONDITIONS FOR USE
o A need to collect ideas relevant to some issue.
o A carefully prepared, focused trigger question.
o Qualified persons willing to participate.
o Qualified group leader willing to facilitate.

APPLICATION AREAS
o Generally applicable when there is a need for

collective idea generation. Especially useful
for defining problems, requirements, or objec-
tives to be used as inputs for other tools,
e.g. ISM or worth assessment.

o Useful for involving stakeholders in planning.

RESULTS OF APPLICATION
o A list of 50 to 100 ideas about some issue.
o Increased understanding by the participants

about the issue, the ideas, and each other.
o An opportunity for all to contribute ideas.

RESOURCES REQUIRED FOR APPLICATION
o No more than six persons for a single group.

Multiple groups may work simultaneously.
o Each group needs a quiet place to work, a

table and rhairs, paper, and pencils.

o From 15 minutes to two hours for process.
o Funds, if required, for participants or leader

HOW THE PROCESS WORKS
o First, silent generation of written ideas by

individual participants stimulated by carefully
prepared, focused trigger question written at
the top of a sheet of paper.

o After about 5 to 10 minutes, participants ex-
change sheets of paper and build on the ideas
already recorded or add new ideas that occur.

o Process continues with further exchanges until

all or most of the participants have seen all
or most of the sheets.

o Participants or facilitator edits the lists by
clarifying and coalescing similar ideas.

IMPORTANT ATTRIBUTES OR FEATURES
o Potential for generating many ideas concerning

organizational or behavioral issues.
o Potential for encouraging contributions from

reticent participanLs or moderating dominant ones.
o Opportunity for all stakeholders in issue tO pro-

vide inputs to the process.

RELATED TOOLS
o No other tools are required to use brainwriting.
o Alternate tools are nominal group technique,

Delphi, and content analysis.
o Results may be used as input to ISM or worth

assessment.
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NOMINAL GROUP TECHNIQUE (NGT)

A collective inquiry tool useful for.generating ideas by small groups. Ideas are generated by individuals, then
discussed, clarified, elaborated, and combined by the, group: This tool is helpful in defining problems, concep-
tualizing approaches to solutions, and formulating policies. It is especially useful when uncertainty or contro-
versy exists about an issue or problem and its possible resolution; It works well eyen when it is important to
neutralize the effects of dominant individuals to allow all participants to contribute ideas.

APPROPRIATE CONDITIONS FOR USE
o A need to collect ideas,relevant to some issue.
o A carefully prepared, focused trigger question.
o Qualified persons willing to participate.

o Qualified group leader willing to act as a fa-
cilitatór; preferably not an expert on the issue.

APPLICATION AREAS

o Generally applicable when there is a need for
collective idea generation. Especially useful
for defining problems, requirements, or objec-
tives to be used as inputs fon other tools,
e.g. ISM or worth assessment.

o Useful for involving stakeholders in planning.

RESULTS OF APPLICATION
o A list of 20 to 100 ideayabout an issue.
o A preliminary ranking OT the ideas according

to a chosen criterion.
o An opportunity for all to contribute ideas.

RESOURCES REQUIRED FOR APPLICATION
o 6 to 10 persons for a single group. Multiple

groups may work simultaneously.
o Each group needs a quiet place to work, a table

and chairs, paper and pencils. Leader needs a
flip chart and felt-tip pen plus a place to
tape up sheets.

One to two hours time for process.
o Funds, if required, for participants or 4ader.

3,3

HOW THE PROCESS WORKS
o First, silent generation of written ideas by individ-
ual participants stimulated by an oral presentation
of a carefully prepared, focused trigger question.

o Individuals present ideas one at'a time round robin,
o Spontaneous elaboration or clarification of ideas is
encouraged, but no discussion or criticism.

,o Ideas are recorded on flip chart to form group list.
o Round robin discussion of the resulting list.
o Voting on the ranking of the ideas generated.

IMPORTANT ATTRIBUTES AND FEATURES
o Potential for generating many ideas concerning organ-

izational or behavioral issues.
o Potential for encouraging contributions from reti-
cent participants and moderating dominant ones.

o Opportunity for all stakeholders in issue to provide
inputs to the process.

RELATED TOOLS
o No other tools are required to use NGT.
o Alternative tools are brainwriting, Delphi, and
content analysis.

o Any of several voting schemes may be used with NGT.
o Results may be used as input to ISM or worth

assessment.
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INTERPRETIVE STRUCTURAL MODELING (ISM)

A computer assisted learning process than enables an individual
relations among a set of given elements.

APPROPRIATE CONDITIONS FOR USE
o A set of elements related to the issue.
o A relationship which is'appropriate to inter-

relate the elements.

o A complex issue requiring understanding of
interactions among many elements.

o Persons who have'knowledge of the issue and are
willing to participate.

APPLICATION AREAS
o Generally applicable where there is a need to

relate elements of an issue, problem, system,
etc. to obtain a holistic view.

o Useful as a step toward the development of
quantitative models

o Useful for setting priorities or precedences.

RESULTS OF APPLICATION
o A structured model of related elements.
o A carefully refined language to describe or

discuss an issue or sysem.
o A shared and improved understanding and defini-

tion of elements and relations used.
o Enhanced understanding of the whole.

RESOURCES REQUIRED FOR APPLICATION
o A responsible client for the study who wants

to benefit from knowledge of available partici-
pants concerning a particular issue.

o Up to 8 willing and able participants, a group
leader familiar with interpretive structural
modeling, and a computer operator.

o A time-shared computer with programs for struc-
turing. A large screen display is helpful, but
an exercise may be conducted using a teletype-
writer-type terminal with auxiliary sinall screen
television display.

3 6

or a group to develop a structure showing inter-

RESOURCES REQUIRED (continued)
o Funds for participants' and leader's time; equipment,

approximately $50 per hour; and telephone lines.
o The time required for an exercise depends upon the

number of elements in the model and their complexity.
A ten-element exercise might take one to two hours.

HOW THE PROCESS WORKS
o An issue*and structuring theme are identified.
o A group and a process leader are chosen.
o Elements and contextual relation are obtained.
o The group responds to computer-posed questions

relating elements.
o The computer displays the structure developed.
o The group amends the structure until it is satisfactory.

IMPORTANT ATTRIBUTES AND FEATURES
o Appropriate relation must be chosen carefully.
o Elements and relation are clarified by reasoning and
discussion stimulated by the process.

o The quality of the results obtained is strongly dependent
upon the leader. He should facilitate and not impose
his knowledge of the issue.

o Overemphasis of the mechanistic and technical aspects
of the process should be avoided.

RELATED TOOLS
o Nominal group technique, brainwriting, Delph tera-

ture search, or a combination of these can
elements and contextual relations for the p

o In simple situations, "rearrange and tape" an other

heuristic, non-computer-assisted methods may be used.
Great care must be taken to avoid overly simple,
erroneous results using these approaches.

o The process may be used as a step to quantitative
modeling or to structuring attributes or assessing
worth for making choices.
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VOTING

Voting is a prevalent method of democratic group decision making. Any voting system can lead to unintended or
paradoxical results where preferred candidates lose. In certain situations certain voting algorithms are better
than others. It is helpful to be able to identify which voting systems are appropriate for given situations.

APPROPRIATE CONDITIONS FOR USE
o Candidates and their impacts have been deter-

mined and a democratic method is needed to select
a single alternative.

o A group needs to make a decision concerning selec-
tion of an alternative.

o Group consensus to select an alternative is not
easily obtainable.

o A legal mandate for voting exists.

APPLICATION AREAS

o Generally applicable in all democratic situations
when a group must choose among competing candidates.

RESULTS OF APPLICATION

o A winner is determined as well as an indication
concerning the strength of preference of the group
for the winner.

RESOURCES REQUIRED
o A set of candidates and a set of voters.
o A mandate or desire to decide democratically.
o A leader to explain the procedure and tally the

votes.

HOW THE PROCESS WORKS

o There are many voting systems. Some useful ones
are:

- Plurality: Voters vote for one candidate and
the one receiving the most votes wins.

- Majority Rule: Voters vote for one candidate.
A candidate must receive more than 50% of the
votes to win. If no candidate wins, runoff
elections are held among candidates whose com-
bined votes in the previous election constitute
a plurality.

- Weighted Voting: Voters are given a fixed
number of votes. These are assigned by voters

to competing candidates according to their
strength of preference. The winner is the one

with the greatest point total. In one such system
with N candidates the most preferred is given N-1
votes, the second most preferred N-2 votes, etc.
Alternately, voters may assign their own preference
votes on a fixed end point scale. This method of
voting, also called Borda voting, is particularly
vulnerable to "strategic" voting, in which people
do not vote for candidates according to their prefer-
ences in order to insure victory for their preferred
candidate.

- Binary Comparison Voting: Voters note their prefer-
ence ordering a,mong all candidates or vote in a
binary fashion for all possible paired alternative
combinations. In one method, known an Condorcet
voting, the candidate that beats all others in pair-
wise contests is the winner. In another method,
known as Copeland voting, a candidate's score equals
the number of candidates whilh it defeats by simple
majority voting minus the nuMber that defeat it.
The candidate with the highest point total wins. A

Condorcet winner will also be a Copeland winner.
If there is no Condorcet winner, the Copeland method
selects the candidate that has the greatest win-minus-
loss score.

IMPORTANT ATTRIBUTES AND FEATURFS
o Potential for developing recommendations of preferred

candidates.
o Potential for voting paradoxes.

RELATED TOOLS
o Variuus tools which require elements for inputs use

voting. It is especially appropriate to precondition
voters for informed voting.

o Worth Assessment is an alternative approach.
o Informed discussion which may be assisted by many of

the collective inquiry tools presented in this volume
may lead to informed voting and perhaps even consensus.



ALTFRNATIVE
SELECTION BY A

GROUP IS NEEDED

DISCUSSION
DEeATE
DELPHI
BRAINWRITING

INFORMED DISCUSSION
IS USED TO ENHANCE
VOTING ON THE ISSUE
UNDER CONSIDERATION

VOT I NG

A procedure in whkh a g roup expresses its
preference for an alternative from among competing
alternatives . Many voting procedures exist i!nd the
competing concerns invol :ing trade-offs between
simplicity and ability to detect voting paradoxes should
be considered in selecting a voting procedure .

Plurality Voting E Wins
(E has 500 votes, B has 400, D has 200)
MajnrI1 Voting B Wins
(I- .-unoff election between B and E,
E has 500 votes, B has 600)
Condorcet Voting - acygsclua olay.
Exists and there Is no winner
rOiTerind Voting - D Wins
A beats B,C: B beats C,E: C beMs E,
D beats A,B,C; E beats D

VOTES ARE ANALYZED
-14 IM11111

PLURALITY
MAJORITY RULE
WEIGHTED VOTING
B INARY COMPARISON

VOTING

A VOTING PROCEDURE
IS SELECTED

<=3

Group X - 500 voters prefer
E to D to A to C to B
Group Y 400 voters prefer

to C to E to A to 0
Group Z - 200 voters prefer
O to A to B to C to E

VOTES ARE TALLIED
ACCORDING TO THE

SCHEME SELECTED



WORTH ASSESSMENT
mg/

Evaluation or selection of/activities or alternattves is often based on subjective esttmates of their worth.
Worth assessment is a collective inquiry 400l for translating qualitative impress-ions of value into under-
standable, consistent, and meaningful quantitative evaluations. This.iS accomplished by identifying and organ-
izing the attributes Of the/activities or alternatives into'a worO structu.e. The attributes are assigned
weights according to their importance to the final result. Each alternative iS then valued using.the weighted
'worth structure to provige a quantitative basis for decision making.

APIPROPRIATE CONDITIONS FOR USE HOW THE PROCESS WORKS
o Adneed to decide among alternatives. o The individual or group whose subjective values dre to
0 A need to eualuate alternatives quantitatively. be.assessed is identified.
o 'A need to predict individual's decisibns. o The'alternatives.to be evaluated are identified.
o A need to make individual or group values explicit. o A set of performance criterfa (attributes or objectives)
o A need to communicate the implications of
alternatives.

o A need to consider and organize multiple objec-.
tives and assessment criteria,

APPLICATION AREAS

are a&anged in a tree strudture such that lower criter-
ia are parts of the criteria above them,

o The criteria are assigned weights according to thetr
relative importance (worth) to give a worth structure.

o Each alternative is evaluated using the worth structure.
o .The valu.s of the alternatives are compared for making

o Generallj applicable for decision making by helping decisions.
to specify, interpret, or value the impacts of
alternatives on individuals of groups.

RESULTS OF APPLICATION
o A tree structure showing lower level criteria

(attributes or objectives) which compose higher
level criteria.

o An easily communicated display of the value or
importance individuals or groups place upon
criteria for proposed alternatives.

o An explicit valuation of proposed alternatives
according to the importance placed on their
attributes.

RESOURCES REQUIRED FOR APPLICATION
o A set of alternatives for a decision.
o An individual or group that wants them evaluated.
o Qwlified persons to identify and weight criteria
o One to ten hours of participants' time.
o A qualified leader.

IMPORTANT ATTRIBUTES AND FEATURES
o An explicit procedure that incorporates human judge-
ment and values into a quantitative assessment.

o Multiple worth connections amotig assessment criteria
and their consequences on performance can be shown.

o Risk considerations can only be approximated.
o Sensitivityanalysis can be done to show the effects

of the weights assigned.

RELATED TOOLS

o Brainwriting, NGT, or Delphi may be used to identify
criteria (attributes or objectives).

o Interpretive structural modeling is useful for devel-
opiny the worth structure.

o Decision analysis is an alternative tool, especially
when probabilistic considerations are important.
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FIELD TEST OF TOOLS

After the tools described above had been chosen'as candidates for assisting

the conduct of collective inquiries, a field test was conducted. The purposes

of the test were to determine if the descriptions of the tools were adequate

and whether the tools were useful.

To accomplish the test, it was desirable to find panelists who would be

interested in participatimg and who would be qualified to test the tools. The

decision was made to ask the Tennessee Valley Authority to participate. It has

a large environmental education program. It is responsible for regional de-

velopment. And, it is Very much interested in and involved in conducting collective

inquiries. TVA consented and ten of its staff participated in the testing: 4 from

environmental education; 2 from community development; 2 from the director's'office;

1 from the citizen action office; and 1 from natural resources. All were in-

volved with collective inquiries in one way or another.

The tools that were tested were: brainwriting; nominal group technique; worth

assessment; voting procedures; and interpretive structural modeling. For each

of these tools, the panelists were asked to judge the pictorial and written in-

%
formation describing the tool. These evaluations of the materials were use to

make improvements in the descriptions.

For brainwriting, nominal group technique, and interpretive structural

modeling, the,participants made trial applications of each on real issues of

importance to TVA. These applications were evaluated by the participants' re-

sponses (using a five point scale) to the following questions.

Ql. Was the method ficult to use? 1: very difficult; 5: easy.

Q2. Did the re ts achieved justify the resources used? 1:too expensive;

5: well worthwhile.
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Q3. Did the results achieved justify the time of the participants?

1: wasteful; 5: well worthwhile.

Q4. As a participant, did you like the method? 1: disliked it;

5:liked it very much.

Q5. Was the application of the method effective? 1: not effective;

5: very effective.

For brainwriting, the averages of the evaluations for each question were as

follows. Q1:3.6; Q2:3.7; Q3:3.9; Q4:3.9; Q5:3.4.

For the nominal group technique, the averages were: Q1:4.5; Q2:4.4; Q3:4.4;

64:4.6; Q5:4.7.

For interpretive structural modeling, the averages were: Q1:4.3; Q2:3.7;

Q3:3.8; Q4:4.0 Q5:4.1.

In addition to providing the numerical ratings, the participants also made

a number of useful suggestions for improvements.

Although no statistical significance can be given to the results (lack of

time, money, and appropriate panelists prevented such results), they were useful

for a number of reasons. The suggestions made for improving the pictorial and

written materials were very helpful. The panelists were well qualified, in-

terested, and openly skeptical when they started. Their'evaluations, especially

of the applications, supported the judgments of the project team that these were

useful tools for conducting collective inquiries. Moreover, applications of

combinations of tools proved useful and indicated some impr4ements in ways to

combine tools.

In summary, the field test supported the choice of tools and provided

useful information for improving them.
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In addition to the field test of the tools described above, another

field test was conducted on the options field described in Volume 2. Briefly,

this tool is designed to help in collective inquiries aimed at the design

of environmental learning systems.

The participants in this field test were four TVA staff and twelve staff

from colleges and universities that work with TVA in environmental education.

This test was conducted to obtain the judgements of experienced environ-

mental educators on the options field as a design tool. The participants

were given two questions at the beginning that they would be asked to answer

at the end. These questions were:

I. What are the pros and cons of the design process (using the options

field)?

2. What are the pros and cons of the dimensions and the options?

To answer these questions, the participants needed a "hands-on" experience

using the design process. To that end they were asked to participate in a

design exercise. The first part of the exercise was to develop a restriction

structure. Detailed information is provided in Volume 2, but stated briefly

this means the followir . In the design of an environmental learning system,

choices of options in one dimension, say, Presumed Learner Skills Base can

restrict the choice of options in another dimension, say, Basic Learning Out/.

comes Sought. To develop the restriction structure, the participants used an

interpretive structural modeling (ISM) approach. The elements were:
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A. PRESUMED LEARNER SKILLS BASE

B. PRESUMED LEARNING STYLE

C. SOURCE OF INFORMATION

D. MODE OF ENVIRONMENTAL EDUCATION

E. BASIC LEARNING OUTCOMES DESIRED

F. TYPE OF ENVIRONMENTAL EDUCATION

G. CURRICULUM DELIVERY CONCEPT

H. MEDIATOR MODEL

I. LEARNER INTERACTION RESOURCES

J. ORIGIN OF FINANCING

The relation used was: "A choice of option(s) in Dimension X can restrict the

choice of options in Dimension Y".

Through their participation in this exercise to design the restriction

structure, the participants gained familiarity with the dimensions and the

options within the dimensions.

After the restriction structure was developed, the participants participated

in a second ISM exercise to develop a precedence structure. This structure ordered

the dimeniions of the optioh$ field for selection of options. The elements of

this exercise were dimensions, and the relation used was: "A choice of option(s)

in Dimension X should take priority over a choice in Dimension Y".

After the precedence structure was completed, the participants began (but

did not finish because of time) to design a regional environmental learning

system. The purpose was to involve the participants in the use of the



-36-

design process so that they would be able to evaluate it.

The first question listed above was addressed first. To answer it a

nominal group technique was used with the following questions: "What are the

positive features of the design process?" and "Wh'at are the limitations of the

design process?" Items given in response to the first question (with no-priority

imilied) were:

o Flexible; adaptable to region; can be modified

o Comprehensive

.0 ,Gives direction,.structure for eliciting decisions; systematic'

o Offers opportunity for different views and disciplines to be included

in the design

o Leads to consensus decisions which should lead to lasting effects. In-

cludes realities of compromise

o Engenders thinking and analysis

o Involves individuals in the process

o Illustrates design and dimensions of the design - enables review by

the group

o Permits computer-aided design

o Forces distinguishing between synthesis and analysis

o Useful for capturing random ideas into useable form

o Builds on experience and, hopefully, encourages ingenuity
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Items given in response to the question on limitations (with no

priority implied) were: .

o Limited population with ability to use process, limited ability

to think through process

o Restriction concept needs to be presented more clearly

o R3quires individuals who.are interested and willing to give their time

o Time to use right limits its use. Nees to be refined

o Parameters (scenario) needs to be defined at start

o Understanding dimensiorg'7and options' denotations and connotations

is very hard

o Paramount to use well-organized facilitator training procedure

o Lack of understanding of systems concepts affect; people's feelings

about process. Creates hostility, opting out oF process.

o Needs to be made clear that process is iterative

o Outcome of process is affected by group interaction skills

of participants

o Facilitator needs to lay out work, pace work, and take stock of

progress periodically

Time did not permit the second question regarding dimensions and options

to be addressed in the same way as the first. Instead, the participants in-

dividually submitted lists of pros and cons regarding the dimensions and the

options including some suggestions for additional options. Many of these

have been incorporated in the material presented in Volume 2.

In summary, the options field is judged to be a potentially useful tool

in the design of environmental learning systems but must be used with qual-

ified participants and facilitators, and the context should be clearly

defined,
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COMPUTER IMPLEMENTATION OF
INTERPRETIVE STRUCTURAL MODELING

Introduction

One of the chief obstacles to solving the environmental problems that confront the

world today is the inability of both average citizens and policy decision-makers to deal

with the complexity of these problems. Environmental problems, such as air and water

pollution, are comprised of many factors and involve interrelationships that may be

difficult to understand. As a result, solutions to environmental problems have often been

too simplistic, and have not always improved the quality of the environment.

This appendix presents information about interpretive structural modeling, a method

that can be useful in dealing with complex environmental issues in a collective inquiry

setting. The first section discusses interpretive structural modeling as it can be used for

collective inquiry and presents an overview of an interpretive structural modeling

exercise. Later sections of the appendix discuss the computer equipment and the

interpretive structural modeling (ISM) software package.

What is Interpretive Structural Modeling?

Interpretive structural modeling (ISM) is a computer-aided method to assist a group

of people in studying and analyzing complex problems. It is appropriate to use ISM when

the issue or problem under study can be broken down into the component parts that

dey-rihe the situation. Participants in an ISM exercise define the structure of a complex

system by tocilsing on the relationships between the elements of the system.



Some ISM applications include:

a study of children with learning disabilities;

work with neighborhood groups to identify factors involved in neighborhood
crime;

an analysis of the Goals for Dallas;

a long-range planning study of the Sahel region of Africa;

the identification of goats for a state-planning effort;

defining the objectives of PLANALSUCAR, an agency involved in the
Brazilian National Alcohol Fuels Program;

establishing prtoreties for teacher in-service ed,acMien programs; and

a study of environment& issue by high school .biology and social stuthes
students.

Sometimes the model b deveoped to reflect the group's existing knowledge; at

other times the model is structured atter additional study about the issue. The results of

an ISM exercise are:

a greater iinderstanding of the complex issue or problem through focused
debal.e and (learly defined terms;

an easily understood model or diagram that shows the structure of the
issue; and

%ore decJee of order to the problem so that solutions can be more readily
identif ied.

Theretore, ttw ISM method can be a useful tool for environmental education.

11',Articipation in Collective Inquiry

Many nvironreefRal educators are concerned with the question of hew to encourage

hroader i)articiption in eollective inqu y. Increased citizen involvement in urban issues

serves d Lt nod example. Collective ;nquiry is more likely to lead to effectiYe issue

rewIntIon when it:

I. takes into sid«mer hf coinplexity of the problem or issue;

re,.uirs from a wide base of influence and supporting resources; and

sho,A s an awareney, of tile high interdepehdency that characterizes urban
ietv.

2 7,,



When confronted with a complex, environmental issue, people may be highly

uncertain and ignorant about the dynamics involved. There is a need, therefore, for a

learning process that can help people (citizens as well as political and organizational

leaders) to create a shared understanding of the issue.

In Volume 3, Creating a Regional Environmental Learning System, we presented a

discussion of the collective inquiry and action processes -- dialogue, decision, action, and

evaluation -- and explained how collective inquiry can be used to address and resolve

regional environmental issues. Interpretive structural modeling can contribute to more

effectiVe collective inquiry, by encouraging participation in the discussions about the

environmental issue.

Some of the features of ISM that have appealed to collective inquiry groups make it

an ef fective method for environmental education. These features include:

Provides a clearer understanding of the issue under study;

makes maximum use of the group's previous research;

organizes their collective knowledge;

leads to consensus; and

provides a way to communicate the results of the group's work.

An Overview of an Interpretive Structural Modeling Exercise

To do an ISM exercise, a group first decides on a meaningful set of elements and an

appropriate relationship to study. The next step is to use the chosen relationship to

discuss how the elements are related to one another. This discussion should lead the group

to d new underslanding of the total system of elements and relationships. The graphicai

representation, or structural model, which is produced with the aid of a computer, serves

as tnt, basis for developing this understanding.

During an NO exercise the computer functions as a bookkeeper, displayir,g the

qiiestions for the to discuss, maintaining logical consistency, and recording the



responses. The computer is programmed to do this. This appendix includes detailed

inLirmation about the computer programs for ISM.

During a typical ISM session the participants are seated at tables, with TV monitors

located so that everyone can see one. A telephone receiver cnnnects a small portable
1.

terminal with the computer. The TV monitors are wired to the terminal to provide a

visual display for the participants. It is desirable to have a printer available to provide a

typewritten copy of the session. A blackboard or flipchart is useful, and a special ISM

Notetaking Form (Figure I) should be provided for the participants.

An interpretive stnictural modeling exercise has six stepst

I. Orienting the exei else

2. Cenereting- the elements and choosing thc relationshp

3, Structuring the elements with the relationship

4. Amending the model

5. Lxploring the implications of the mod&

b. Documenting, evaluating, and communicating

The main purpose of the orientation is tr.) establish dear expectalions for the ISM

,(ercise. This t.ep includes such tasks as choosing an environmental topic to model,

setung the schednle for the sessions, acquainting the participants with the ISM process,

o d eleritying the roles during the ISM exercise. ,The topic can be divided into specific

ircas tor the pamcipants to reseereh individually or in task forces. Resource speakers

c:in provide background irdormat:on through lectures and additional resource materials.

in the ,,er,ond 1/4;tep of the 1`.3M exercise, the group generatet; a list of elements that

ci t iLite to the environmental prphii_!nt or issue and chooses the relationShip that will be

ieied tor t!p!s modetirw, During the discussions. to nroduee this element list the participants

ire t?),:,!r rev-arch on tne environmental topic and develop an initial definition for

trh Writ.

4
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The third step of the ISM process involves the use cif the computer to structure the

elements with the relationship. For the structiiring sessions, you will need access to the

computer by way of a 'terminal, telephone connection, and television monitors. You will

also need someone to set up the equipment and manage the terminal during the

structuring sessions. In addition to the physical setup, you must also arrange to use the

ISM computer softy, are package. Detailed information about computer equipment and the

ISMS-UD sof tware package is presented in later sections of this appendix.

With the terminal, telephone connection, and television monitors in place, you are

ready to begin structuring. During the structuring sessions, the computer prompts the

group to systematically examine the relationships between the elements, by displaying

questions on the monitors. As each question appears on the TV monitor, the participants

discuss their views and arrive at a response. A yes or no vote is recorded at the end of

the discussion for each question. The leader's role during structuring is to guide the

discussion land call for a vote to answer the questions, and the terminal manager's role is

to operate 'the computer equipment. At the end of the structuring, the computer prints

out the information needed to draw the model that the group has produced.

Experience has shown that it alwaystakes longer to model than a beginner might

expect. The time required to produce a model is a function of the number of questions

that tif.s group must answer, and the number of questions is a function of the number of

elements to be modeled. As the number of elements increases, the number of questions to

he answered rises exponentially. The computer is programmed to infer some of the

relation;hips, thereby reducing the number of questions to be answered. In addition, when

a new ek.inent is introduced the computer calculates the best sequence of 'questions to ask

so that the 1;roup can examine all the interconnections in the most efficient way.

Netctaking is also an important part of the modeling sessions. Notes on each

relatton,,hin can be helpful in later review of the model, and may point to areas that

6



require further study. A special form (Figure 1) for notetaking during an ISM session is

available.

At certain points, you may stop the sequence of questions and use the computer to

display the results of the modeling, from which you may\ draw a diagram of the model.

The computer does not actually draw the model, but it prints out the information you need

to make the drawing. The group can examine the drawing and review its understanding of

the issue..

Sometimes the model includes a cycle among several elements. Within a cycle,

every element is related to every other element. When a model includes a cycle, the

group can give structure to that part of the model by discussing \.the strength of

relationships between the cycle elements. By weighting the elements, it is possible to

identify the strongest relationships within the cycle, thus further clarifying the, model's

structure.

In interpretive structural modeling, the final model emerges slowly, as much as a

' result of amending as of the initial structuring process. Often amending will be done both

during modeling sessions and through outside staff work. Periodically, the group should

examine the structural model for internal consistency and logic, and then amend as

necessary. The first model may not be satisfactory -- it may contain relationships that

do not exist, or perhaps an absence of relationships that should be there. The ISM

software includes the capability to make any refinements in the model that the group

leek necessary.

Sometimes the easiest way to amend the model is to remove one of the elements

from tho (nodel and rework it through the usual series of questions. In other words,

prompted hv the computer, the group reworks the element back into the model. The

amending process calk for a word of warning: the leader should be careful that the model

tho .,1-o(lr) has spent several hours to construct is not destroyed by haphazard amending.



To achieve a useful model the group should take time to explore the implications of

the model. ThLs might include, for example, discussing the assumptions that are implicit

in the model. Another way to approach the model ,would be to identify key points (for

evirnple, points whet.- the model branches). If these points can be considered strategic

places to intervene, the group could spend some time discussing what persons or

institutions might be most effective in resolving the issue under study.

Consider, too, how the model can be helpful in evaluating possible outcomes of

alterndtive actions. Does the model suggest anything about what is right or wrong with

our present approaches to the environmental issue or problem?

To summarize these possible discussion points, we offer this list of suggested

questions:

1. How can the model be interpreted?

2. What was learned?

3. What can be said about the assumptions behind the model?

4. Does the model suggest any course of action that could help resolve the'
environmental issue?

5. ho should be involved in the solution?

6. Other ideas?

The f4nal step in an ISM exercise is to document the process and the model for later

reference, although the extent to which a model is formally documented will depend on

liov you intend to use it. The ducumentation might include a summary of how the model

was developed, comments from the discussion, the element list and definitions,

conclusion', drawn from the model, and so on. Usually the documentation of the ISM

ext.pise is only adequate as a summary for the participants. The group. must use other

tc, ,-Jrnmunicate the re,oilts to others who did not participate in the ISM sessions,

MI exercises vary considerably (leaders, participants, issues, time spent),

h e,e ,,hould he evaluated in terms of the purposes and goals of that particular



exercise. Avoid comparisor,. with other ISM exercises, using comparison only to assist

planners and leaders in improving their skills with the ISM process.

It is clear that the steps in an interpretive structural modeling exercise closely

correspond with the processes of collective inquiry arid action discussed in Volume 3.

Field testing, described. in Volume 4, Conducting Collective Inquiry, and previous

applications of ISM have shown it to be an effective method for collective inquiry.

Subsequent sections of this appendix present information about the computer

equipment and the ISM software package needed to use interpretive structural modeling

for collective inquiry and action.

Computer Equipment for Interpretive Structural Modeling

This section provides a description of computer equipment that is suitable for

implementing ISM. First, there is a discussion of the modular approach to the computer

equipment. The modular approach allows freedom to select equipment that meets budget

and computer capability requirements. Next, we discuss alternative equipment for each

module. Finally, the alternative equipment is combined to provide some alternative

system configurations. Most of these system configurations have already been used and

proven in during interpretive structural modeling exercises.

The equipment and the systems recommended in this section are representative of

the current technology available. The reader should be aware of the fact that prices

fluctuate with the state of the art in computers and computer peripherals. When it comes

time to acquire equipment, be sure to check various models and different manufacturers'

equipment to determine how to get the most computer capability for your dollar.

Modular ..1pproach to liqui_prnent
_

In this section, we discuss a modular approach to configuring computer equipment

tor Mi. A modular approach facilitates the design of a system to maximize capability

and minimize cost. We use this approach because of the varying budgets of possible

9



purchasers. The computer equipment for ISM has four distinct subsystems. These

subsystems are: the computer system, display units, graphics units, and voting systems.

The first two subsystems are required; the last two are optional.

The computer system is the heart of the equipment. It consists of the central

processing unit, memory, and peripherals. The computer is the device that executes

software and drives the display and graphics units. We will describe the alternative

computer systems later in section.

The display units (more commonly called terminals) provide the 'Nterface between

the users and the computer equipment. A display unit looks sih to a typewriter

keyboard, but it usually has a CRT (cathode ray tube), i.e., TV-type screen or monitor,

and/or a printer niechanism. The CRT-type units usually have a plug available so that a

limited number of extra monitors can be attached, which increases the number of people

able to see the computer's output. You will need at least one display unit.

A graphic unit is also a display unit, but it is considered separately because of the

additional functions it can perform. The graphic units (graphics terminals) look almost

identical to the display units; both have keyboards and CRTs. However, the graphic unit

adds the capability of color, bar graphs, and other features that a display unit does not

have. Since it costs ten to fifteen times more than a display unit, a graphic unit is an

optional device for ISM.

The fourth subsystem is the voting unit. A voting unit is electronic equipment that

can accept vote "values" (weighted voting) and display the results. These units allow users

to vote secretly (instead of by a ha Id vote) and prOvide many statistics related to the

vote. Tins device allows the rapid and accurate tally of votes when large numbers of

people are involv 45-;;to its hi tl.cost, the voting unit is also optional.

Module _1,tricriptions

In this section we describe alternative modules fur each of th four subsystems. To

Licihtate the purchase and maintenance of equipment, this sele tion is limited to

10 8,



off-the-shelf units. There are many equipment manufacturers; the selection of the

following equipment is based upon manufacturer's reputation and warranties, as well as

our experiences using the equipment.

Computer Systems

One computer system that could be used for interpretive structural modeling is that

of a universi'y, local corporation, or timesharing computer company. This would involve-

contracting with the computer installation an access agreement that allows the use of the

computer resources. There are some major economic advantages to this arrangement.

First, the purchase and maintenance costs of a computer system are completely

eliminated. Second, since the computer system will be accessed via the community

telephone system, the resources of this large computer system could be available 'to every

phone subscriber. Some disadvantages "are that the use of this system could be restricted

to certain times of the day and certain days of the week. Also, computer malfunctions

can cause disruptions of computer sessions. The cost of the using the system can also be

limiting. Ideally, timesharing costs should be based on a cost per access. Howeer, some

computer services also include a minimum monthly charge that could exceed the amount

of time used. Since cost of a timesharing system such as this varies, no price estimate

can be given.

The second computer system is the TRS-80, which falls in the $1,000-$4,000 price

categoryis of mid-1979. It is a co.nputer system manufactured by Tandy Electronics

and marketed bv Radio Shack. The TRS-80 is easily maintained, since there are over

6,00r) Radio Shack stores throughout the United States and in nine foreign countries.

Lxpanding and upgrading the system are easy to do with the peripherals manufactured by

Tandy and numerous sniall companies. A disadvantage of this system is that the expansion

is limited to a single user. The exe, ution of very large programs is limited to the amount

,/t UlOrt1OTV 1;1 the system.
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The Cromernco System Three Computer has been seleted,as the third computer

system. In mid-1979, its price is approxmately $10,00CY to $20,000. The System Three

Computer is a table-top system which will provide fast execution of RELS tasks, as well

as other tasks such as word processing, inventory, and payroll. The system is easily

expandable, utilizing the industry stai,dard S-100 bus architecture, which makes vailable

low cost memory and peripheral interfaces. Up to eight simultaneous users are able to

use the system, and no special environmentally controlled rooms are required. The one

major disadvantage with the system is that it will require a maintenance contract from an

outside company.

The last computer system to be discussed is the Hewlett-Packard 3000 Series II

computer system. This is a full scale computer system costing over $140,000. It is

capable ot handling the processing requirements of local governments and school systems.

The computer can be easily expanded (although not at a low cost) to provide support for

up to 53 simultaneous users. Many upgrade and expansion options are available; they

permit the system to be tailored to specific needs. The large initial investment ancl

maintenance contract prices, however, might be prohibitive. A system of this size

,equires a staff of personnel to operate it and to provide programming help. It should be

noted that a computer system of this size is likely to be more than is needed for

collective inquiry in a R ELS.

IMits

The first display unit is the Digi-Log Model Telecomputer II CRT ternyinal..` This

terminal features a built-in acoustic telephone coupler, a slave port for a printer, 40 and

Sr) characters per line, and a videe ,output jack for connecting compatible video

silch as extra monitors and video recorders. This device costs about $1,500,

and requires a clowd circuit television (CCTV) monitor (about $150) for operation.

The 1,econd display unit is the Teleray 1000 series intelligent CRT terminal. It

te..itures tiser programmable functions; software selectable character size, selectable

12
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fields inclu, ng dim, inverse video, blinking, and underline; and a slave port for a printer.

requires an external acoustic coupler (about $200), if a telephone interface is to be

used. (.:irrently, the Teleray 1000 costs about $900.

Roth types 0. display units are capable of driving additional video monitors. The

video monitors are of the type used in a CCTV system with a composite video input. It

sh be oted that a i.l.rge screen television can also be used as a video monitor. Any of

the m. model (or equivalent) 'large screen displays are compatible with the above

units. A Urge screen display costs over $41000. However, many metropolitan areas, there

are audio/video specialty shops that will rent a large screen display for about $150 a day.

The third display unit, the Texas Instruments Model 745 Silent 700, which is a

printer type device. This unit weighs 15 pounds and has its own built-in acoustic

telephone coupler. It is a complete unit in itself. An optional $50 interface. allows this

unit to double as an RS-232-C printer for the above two display units. With a price of

SI,y)0, this dual-purpose unit is an excellent choice.

The fourth display unit, the Texas Instruments Modei 800 terminal is also a printer

type devic.e. This terminal features a printer speed of 120 characters., per second and an

upper and lower case character set. It can also be used as a hardcopy pr,inter for an

RS-232-C compatible device. Its price is approximately $2,300.

6raphics t 'nits

The recommended graphics units are the Tektronix 4027 and the Ramtek

Micrographics color graphics terminals. These terminals feature color displays, slave

printer and plotter ports, user definable fonts, and the capability of driving additional

CCTV monitors. Devices such as the ones named above cost over $10,000.

VotmOevices

At this writing, only one commercially manufactured voting device, called

Consonsor, is available. This unit will support up to 16 voters. It visually displays

statistics such as the distribution, average weighting, and the mean of the vote
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distribution. Its dis.)1,.iy device displays the information either numerically or in a

histogram format. The price of this unit is about $8,200 -- plus installation.

'A lternLl tive Conf igurations

In this section we suggest some alternative configurations of the above mentioned

equipment. Although not all configurations will be ,optimum for every situation, they

'should serve to provide a direction for the eventual equipment selection. Not included in

these configurations are the cables and the extension cords required. These items are of a

vari,tble cost and can be supplied by the equipment manufacturers.

Configuration 1 is designed around the use of a timesharing computer system. The

equipment recommended is th. Digi-Log CRT terminal, T,xas Instruments Model 745

display unit, and six CCTV monitors. This equipment configuration allows computer

sessions with up to tweke participants. By adding a large screen display, approximately

fifteen to thirty participants can be accommodated. The approximate total cost is

$4,500, excluding the large screen display.

Configuraion 2 is also designed around the use of a timesharing computer. It

consists of equipment in configuration 1, with the addition of the Tektronix 4027 color

graphics terminal. his addition costs another $10,000 and gives color display capability.

Configuration 3 is the Radio Shack TRS-80 microcomputer system, which is

recommended for single uso situations. This system provides sufficient computing power

for the IS \I software.

Configuration 4 consists of the Crornemco System Three computer, and any

comhination of dispiay and graphics units. This configuration will provide support for the

sof is wen as for word processing, inventory, and payroll with up to eight

ruhltanen;,, triers. The cost of the basic system is about $10,000 for one user; additional

11,anilicy costs approximately $2,000 each.

Loot i;uration 5 is a full-sized computer system that can support up to 54 users and

vide .,uch ,ervices as on-line record keeping, payroll, and others. It consists of the

14



Hewlett-Packard )000 series minicomputer and any combination of display and graphics

units. Such a system would cost over $160,000.

Cromemco, Inc.
280 Rernado Avenue
Mountain View., CA 94040

Teleray
Division of Research, Inc.
Rox 24064
Minneapolis, MN

IItwlett-Pa.'kard Co.
Computer Systems Groups
100 Wolfe Road
Cunetino, CA 95014

Radio Shack
Division of Tandy Corporation
2617 W. 7th Street
Fort Worth, TX 7(107

4.

Manufacturers

DIGI-LOG Systems, Inc.
Babylon Road
Horsham, PA 19044

Texas Instruments
Digital Systems Division
P.O. Box 1444
Houston, TX 55424

Consensor
Applied Futures, Inc.
22 Greenwich Plaza
Greerawich, CT 06830

Strategies for Obtaining Equipment

This section presents strategies for obtaining the computer equipment needed for

interpretive structural modeling. We discuss some strategies for

eqiiipment arpI recruiting personnel

acquiring computet

capable of interconnecting and operating the

equIpment. Pie reader can apply tnese and other appropriate strategies to configure and

.supphrt ,k computer systNn suitable for interpretive structural modeling.

.ornrminitv Resources

Om, community resource to ti.d is the computer professional -- someone whose

cupation is to program, design, and procure computer systems. Computer professionals

may he vital to the successful implementation of ISM. kleally, you will form a team of

computf'r professionals with varying expertise. Systems analysts, computer engineers, and

programmers all have skills to ,contribute. A systems analyst is concerned with the
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computer a:, a total system to .serve a useful function, such as banking, payroll, and record

systems. cInce this total system incorporates both the hardware (equipment) and the

software (programs), a systems analyst has broad knowledge that should be valuable. 'The

computer engineer has a college degree in either electrical or computer engineering. The

engineer's job is to design the computer equipment or to configure computer equipment to

perform tasks related to production, energy management, etc. Although the computer

engineer is basically hardware oriented, his or her expertise i a valuable asset, especially

when utilizing borrowed and donated computer equipment. The programmer's job is to

program computers to perform a variety of tasks. The programmer can help maintain the

software and install it on yoUr computer system. When assem:bling a team of computer

professionals, try to i-ecruit at least one of each type. These people work for such

institutions as banks, schools, universities , and businesses.

The second community resource to investigate is the wealth of computer equipment.

Possibly, computer equipment can be begged, borrowed, or bought from universities, local

companies, and focal, state, ond Federal agencies. A moderately large local university

probably has a timesharing computer system and a Meeting room equipped with the

required electronic devices. Local companies might donate their old computer equipment.

The donation of computer equipment by state and Federal agencies is another .way to

obtain equipment. A RELS is likely to qualify for a discount on the purchase of new and

used computer equipment from manufacturers and local .comnputer stores.

Probably the best way to locate sources for the use, donation, and purchase of

computer equipment is to rely on the computer experts. 'They will know of local computer

installations, 'equipment in their company (or another) that is slated for 'replacement, and

local computer vendors.

flevelopiw,nt of a `-)upport Plan

lecair,e of the large investment of time and money, some support plan for the

computer system is necessary. Computer systems require support for both the system
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hardware and the software. The support or maintenance of the hardware is taken care of

during the warranty period; after that period, support is provided through a maintenance

service contract or by a computer engineer or technician. The system software requires

maintenance whenever errors in the programs are found. No matter how many times a

computer program has been used, some latent programming errors may still exist --

especially within a large, complex program such as the interpretive structural modeling

software package. The computer programmer, or another computer professional on your

team, can correct these errors.

In summary, the details of the support plan depend on the specific equipment

configurations you are using. In general, we recommend you develop a support plan early,

allowing for as many contingencies as possible, so you can maximize the use of your

computer equipment and software packages.

Programmer's Overview of the Interpretive
Structural Modeling Software Package

The purpose of this programmer's overview is to document the Interpretive

Structural Modeling Software (ISMS) package developed by the University of Dayton.

ISMS:-I,'D version 2 is a software package consisting of three interactive FORTRAN IV

programs that aid in conducting ISM sessions. We document these programs in such a way

that a computer professional can easily install them on other existing computer systems.

Lir her versions of ISMS-UD have been successfully installed on various large and small

computer systems, from small PDP- I l's to CDC Cyber's. Included at the end of this

section is a partial list of facilities that have installed ISMS-UD.

.rhis section proceeds as follows. First,.we offer a general description of ISMS-UD

to acquaint the reader with the system scenario. Second, we discuss the installation of

IS \.1-( 11) from a user's point of view. Then we cover the installation details, including

tile formats arid core storage requirements. Four attachments supplement this



documentation. Aitachrnent 1 is the detailed documentation of the machine algorithms

that CO'nf:!nse ISMS-1)D. Attachment 2 is the interpretive structural modeling software.

It is t user's manual for 1SMSUD, as it has been installed at the University of Dayton.

DEL 1.,\ charts for 1SMS-Un are included as Atttachment 3. AMchment 4, which is bound

separately from this part of the appendix, consists of the FORTRAN programs for

ISMS-I in.

Is\IS -- The System

lnterpre'nve structural modeling is a method that helps people think and

commt,nicate more effectively ,:,bout complex issues and problems. ISMS is a series of

algorithms that have been coded to allow machine execution of ISM. Warfield (L976) has

presented previous discusions of these algorithms. Warfield's book will serve as an

excellent reference for the documentation of the ISM algorithms.

ISMS-1:D consists of three in.,-eractive FORTRAN IV programs -- ISMS-UD, CYCLE,

and MAKIIT. The Isms-up program includes the ridiments of ISM; that is, embedding

(Transitive Rordering Method) and some sophisticated digraph amending algorithms.

CYCLL permits the resolution of cycles that may be included in an ISM digraph output of

the ISMS-I fi pr)gram, Resolution Thresholds, geodetic cycles, and their associated paths

are the prt;nar,. outputs of CYCLE. The third program in the package, MAKEIT, allows

beth ISMS-1 'D and CYCLE to present queries to the user in an English text format.

MAK LIT accepts a sequentiall y oriented file, usually created by the host computer text

editor, and relormats It info another fik: that is randomly accessed by 151M-UD and

l'ieire 2 is a hlock diagram of the system.

ISMS-I'D was desirned and developed on the University of Dayton Univoc Series

70/7 tube,Tharing computer system under the VS19 version 3.5 opecOing system and

FOP TR AN IV compiler NiFOR. The llnivac sy5tern is an updated RCA Spech.ra, which is

nardwai duplicate of an MM 360 but with virtual storago factLites. Althou,h virtual

storage is Hot required br the imtallation of ISMS-1), it is desirable.
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ISMS -- A User's View

This section provides the installer with information needed by the user of ISMS-UD.

Since the operating systems/executives on various computers differ, we present a

gene rali zed discussion of installation alternatives. The University of Dayton ISMS-UD

user's guide (Attachment 2).supplements this section. The user's guide serves both as

documentation of the software and as a model for user's guides for other installations.

The potential users of ISMS range from teachers in the classroom to researchers in

laboratories to pubhc administrators in the meeting room. Due to this wide diversity of

users, it is important to install ISMS in such a way that little or no knowledge of the host

computer job control language (JCL) is required. There are two approaches to this. One

way (and probably the best) is to incorporate the operating system interface as part of the

ISMS package. The software would query the user for names of disk files and check for

validity of files, etc. This technique usually requires the writing of machine language

routines to gain access to file handling routines via FORTRAN language. The second way

is to incorporate :JCL into "submit" or "catalogued procedures" (hereafter referred to as

PROC tiles), if the operating system used supports this feature.

rollowg are the three PROC files that were written for the execution of the

!fl software on the University of Dayton Univac Series 70 timesharing computer.

These files provide disk file linkage and finally execute the respective program. The "&"

(ampersand) allows parameters specified by the user to become part of the JCL.

/PROCEDI IRE, N, (&SEQTEXT)
/FILE &SLOT-FAT, LINK,DSETI 0, FCBTYPE=SAM
/FILL RND.ViLQTEXT, LINK,DSET08, FCBTYPE=ISAM, SPACE=(3,3)
/EXECIJTE MAKEIT.E
/RELLA`iE 11SETI0
/R ELF: /NSF DSETO8
/ENDPROC RETURNAPRIMARY)

'Fhe above PROC. is named "MAKEIT" and is invoked by:

!DO MAKEIT, (ENV.TEXT.I)

kk hr. e ENV.TEX T. I is the name of a user-created text file.
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The PROC file first links ENV.TEXT.1 to FORTRAN unit reference 10. The second

operation is to create a file named "RND.ENV.TEXT.1" as an output file to hold the

randomized text. Next, he interactive program MAKE1T.E is invoked and the user then

interacts with it. Upon termination, the FORTRAN logical units are released and the

PROC is ended.

The most important thing to note about this PROC is the creation of an "invisible"

(invisible to the user) file to hold the randomized text. The user only has to remember the

name of his or her original text file to access the second "invisible" file. The next two

PROC files uce the "invisible" file.

/PROCEDURE N,(&MODEL, &TEXT)
/FILE &MODEL, LINK=DSET10, FCBTYPEASAM
/NI F RND.6:TEXT, LINK=DSET08, FCBTYPE_ASAM
/EXECUTE NMS-UD.E
/RELEASE DSETIO
/RELEASE DSET08
/ENDPROC RETURN=(PRIMARY)

The above PROC is named "ISMS-UD" and invoked by:

/DO ISMS-UD, (ENV I.MOD, ENV.TEXT.1)

where "ENV I.MOD" is the file where the model information is to be stored and

"ENV.TEXT.I" is the same file from above. It should be noted that the file "RND.ENV.

TEXT. l" is actually linked.

/PROCEDI 'RE N, (&CYCLE, &TEXT)
/FILE &CYCLE, LINK,DSET20, FCBTYPE,ISAM
/FILE RNDATEXT, LINK,1)SET08, FCBTYPE=ISAM
/EXECUTE CYCLE.E
/P ELEASE DSET20
/RELEASE DSETOS
/liNPROC IURNAPRIMARY)

The above PR OC is named "CYCLE" and invoked by:

/DO CYCLE, (ENV1.CYC, ENV.TEXT.I)

where "[NV 1.CYC" is the file where the cycle information is to be stored and

ENV.TEXT.I is the same file from above.



I-he greatest flexibility of ISM!--UD is its ability to access data files. The user of

ISMS is primarily concerned with the models he or she has stored on disk'files. For this

reason, ISMS-11D should be installed on a computer system that is file oriented. This

point cannot be stressed strongly enough.

Here we might note the design philosophy behind 1SMS-UD. There were many

earlie..- versions of 1SMS-UD -- each of which had different designs and characteristics.

ISMS-UD Version 2 incorporates what we felt to be the best operating characteristics for

software of this type. ISMS-UD will not tutor the user in its use. It is imperative that

the user have some knowledge of ISM and its basic principles. The software does have
. _

,:-n-ror traps so that the user can never input any erroneous data. The user will gain

confidence in ISMS af ter a small amount of practice on the terminal.

File Formats

ISMS-1M's system block diagram is shown in Figure 3. 1SMS-UD is an interactive

system, which means that the user must respond to queries for input from the programs

while they are executing. Examples of such user-provided input might be the answering

of queries that specify a binary matrix representing a hierarchy, operations to be

performed on this rnalrix, results to be displayed, and the ltke. For the user's

convenience, the results of each matrix operation are autornaticalliy stored on the user-

speHtied data file, allowing the programs to be terminated (normally or due to computer

hardwar( rror-7,) at any stage and restarted at a later time withiout loss .of the matrix

real lza t There are three types of files that ISMS-UD will accept. They are: 1)

s('qu('nti,il text files, 2) random access text files, and 3) model files. Each of the three

types Nil! be discussed below.

The (--!citit riti.il text file is used as input to the program MAKEIT and contains

(ontrol and lext records. Figure 4 shows an example of a sequential text file. The

control records precede the text desired for the four types ot text records -- RI clause,

k 2 clause, k 3 clause, and element text. The control records are identified by a "/" (slash)

Ot)
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Figure 3: ISMS-UD System Block Diagram
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in the first column; therefore, no text record should begin with a "I". All of the four

types of text records may have up to 10 lines with a maximum of 60 characters on each

line (600 characters). The sequential text file, as its name implies, is accessed

sequentially by MAKEIT. The sequential text file may be created and maintained by the

host computer file editor, or it could simply be a deck of computer cards.

/RI
DOES
/R2
AGGRAVATE OR INTENSIFY
/R3
IN MOST CASES?
/EL
CITIZEN INSECURITY IN THE ABC NEIGHBORHOOD
/EL
GOOD MARKET FOR STOLEN GOODS
/EL
INADEQUATE CRIMINAL REHABILITATION
/EL
LACK OF SUMMER JOBS FOR T1-1 YOUTH IN THE ABC AREA
/EL
LNCK OF SEVERITY OF PUNISHMENT FOR CRIMES
/EL
LOW VISIBILITY OF UNIFORMED POLICE
//END OF ELEMENT LIST

Figure 4: Sample Text File

The random te.<t file is required by programs ISMS-UD and CYCLE, if the user opts

to have these programs present English text queries instead of the standard numeric type.

The ISM method requires that elements be accessible in random order; that is, although

thc elements are ordered by the user in some desired sequential order when creating the

sequential text filr, the introduction of user responses to relational queries determines a

new nonsequential presentation of the future queries. For this reason, a random (direct)

access file is utiliod. The random text file, created by MAKEIT, contains all of the

textual information of the sequential file, but has the property that the text of any

specif element may be retrieved independently of the positioning of the file due to a
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previous access. The format of the randomized text file is shown in Figure 5. Figure 6

shows the format of an individual record of, the random text file.

There are two types of model files -- binary and weighted. The binary model file is

used by the ISMS-Uh program and contains the binary reachability matrix associated with

the ISM method. The weighted model file is used by the CYCLE program and contains a

weighted adjacency matrix. These two files are accessed sequentially and are opened and

closed a number of times during program execution. The formats of both the binary and

weighted matrix files are shown in Figure 7.

The ISMS-UD sof tware has been designed in such a way that the binary and weighted

operation matrices are core resident in order to speed up execution time. Therefore, the

size of these matrix data structures directly affects the amount of core stOrage required

.due to the static allocation of memory characteristics of FORTR.AN IV. On a computer

with a limited amount of interactive core storage, ISMS-UD might be implemented with

element and cycle resolution limits of something less than the current limit of 128 and 50.

The ISMS-11D program requiees 150K bytes, CYCLE requires 120K bytes, and MAKEIT

requires 48K bytes on the Univac Series 70/7 computer. These core requirements should

be somewhat lower on other computer systems -- the Univac system used at the

University of Dayton requires high overhead for FORTRAN-run time routines. The

overlay structures used for programIISMS-UD and CYCLE are shown in Figure 8.

The binary matrices used in the ISMS-UD program are of the type "LOGICAL *1".

This defines the FORTRAN logical mode and allocates only one byte per matrix cell.

Note that this data structure requires one fourth the amount of core storage as a

"LOGICAL" matrix. The programmer should try to use the data structure in his or her

computer that uses the smallest amount of directly addressable storage. The use of

"IMPLICIT INTEGER *2" statements utilizes half word precision for all integer variables,

thereby further reducing the core requirements. All variables requiring full word storage

have becy:Ideclared as "INTEGER".
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Figure 5: Format of the Randomized Text File
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Figure 6: Format of a Text Record within the Randomized Text File
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Figure 7: Format of Model Files
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Organizations that have Obtained 1SMS-UD

Boeing Computer Services
20403-68th Avenue, South
Bldg. 18-43, Door S-4
Kent, Washington 98031

CACI, Inc.-Federal
1815 North Fort Myer Drive
Arlington, Virginia 22209

IBM Corporation
I/S Market Analysis Support
1000 Westchester Avenue
White Plains, New York 10604

Old Dominion University
Department of Electrical Engineering
Norfolk, Virginia 23508

Portland State University
630 SW Mill
Portland, Oregon 97207
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Joe C. Roberts
1519 Meadowcrest
Garland, Texas 75042

Transportation Systems
GM Technical Center
12 Mile & Mound Roads
Warren, Michigan 48090

Tektronix, Inc.
Box 500
Beaverton, Oregon 97077

University of Ottawa
Computing Center, Operations
375 Nicholas Street, 3rd Floor
Ottawa, Ontario
KIN 6N5
CANADA
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Attachment No. I

DOCUMENTATION OF THE ISMS ALGORITHMS

Prepared by:

David R. Yingling, Jr.



This attachment provides a description of some of the algorithms

used in ISMS-UD version 2. Although these algorithms have been

comprehensively tested, the descriptions should be useful for

debugging and future applications of ISM. The algorithms in this

section are stated in the form used by Knuth (1973).

ti
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ISMS SUBROUTINE/FUNCTION NAME BORDER

FUNCTION

BGEMEE

Embeds elements into an existing reacha
bilitY matrix via interactive
questioning.

USAGE CALL BORDER(N,RM,INDEX,TTYIN,TTYOUT,
OTYPE,SUBREL,TXTWDS,SYS)

PARAMETERS Input/OutPut integer scalar indicating
the current number of elements in the
argument reachabilitY matrix.

RM Input/Output logical two dimensional
matrix of dimensions "YSP X "SYS".
This is the argument reachabilitY
matrix.

INDEX InPut/OutPut integer vector of length
"SYS" containing the index set for

TTYIN Input integer scalar used as unit number
in FORTRAN READ statements directed to
interactive terminal.

TTYOUT Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

OTYPE Input logical variable'indicating tyPe
of querY to be Presented.
OTYPE = .FALSE. causes full text
queries to be used.
OTYPE = .TRUE. causes symbolic
queries to b,;, used.

SUBREL InPut logical variable indicating type
of relationship to be modeled.
SUBREL = .FALSE. impljes a non
subordinate relationship is being
modeled.
SUBREL = .TRUE. implies a subordinate
relationship is being modeled and
questioning can therefore be
optimized.
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TXTWDS Irtrt integer scalar equal to (60/nchar)
*10+10, where: nchar = number of dis-
Play Lode characters able to be con-
tained in one machine word.

SYS - input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS FTEXT Named integer common block o length
5*"TXTWDS".

COMMON PARAMETERS R1 - Integer vector of dimension "TXTWDS".
R1( 1-10) contain the number of

machino words for each of
the ten Possible lines of

the R1 clause
R1(11-end) contain the lines of text

for the R1 clause, the
text is packed with as many
characters as Possible in
one machine word and each
line starts on a word
boundary. ,

L2 - Integer vector of length "TXTWDS". this
vector is used as a scratch ara.

R2 - Same attributes as "R1". the R2 clause
is contained in this vector.

L2 - Same attributes as "L1".
R3 -.Same attributes as "R1". the R3 clause

'is contained in this vector.

The common block "FTEXT" is used for full text
queries. It is the calling routine's responsibi-
lity to fill vectors "R1", "R2", and "R3" if full
text queries are desired.

REQUIRED ISMS ROUTINES TBPHI,FINDZ,GETNUM,QUEST,IO,FINDIT

REQUIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED Transitive bordering on a reachability
matrix. A description follows:

Algorithm TB (Transitive Bordering Algorithm). Given the number 'of
elements currently in a logical matrix, m, the logical matrix, R,
and the associated index set vectors, I, embed a new element, b,
capitalizing on inference and transitivity.

lOj



TH1. [Initialize.] Set dimphi <-- n2. .Set vector FLAG, fla.9[i] (--
. false., vector Z, z[i] .false., matrix PHI, phi[i,j]
. false., 1=1,2 , dimphi, j=1,2,...,dimPhi.

TB2. [Make sure Physical bounds of arraYs and vectors are not
exceeded.] If (n + 1) <= FOFiTRAN dimension sizes thri 90 tO step
TEO. Otherwise, type error message to interactive user and
return to calling routine.

TB3. [Get value for h from interactive'user.] Prompt user, call sub
routine OETNUM, put value read in b, set :En + 1] b. If b=0
then return to ca;ling program.

TH4. [Make sure that new value, bv is not duplicated.] Call subrou
tine FINDIT, if b has been already introduced into model matrix,
issue error message and then go to step TB3.

TB5. [Make sure that textual information for b resides op text file.]
If full text queries are not being used, skip immediately to step
TH6. Read record from file. If no error condition is encoun
tered, 90 tO step TH6. Otherwise, issue error message and then
90 t0 steP TB3.

TB6. [Form the transitive bordering inference opportunity matrix.]
Form Phi (call subroutine TBPHI).

TB7. [Calculate the row/column of Phi with the maximum inference
potential, :point.] Call subroutine FINDZ.

TBS. [Determine if a question filling the "Y". portion of the reacha
bility matrix is to be asked bY examining the value of zpoint.]
relate K-- zPoint. If zpoint > m, then so to step TH10.

TR:). [Ask for the "x" question and check for valid response.] Call
subroutine OUEST(i[relate], iEm + 1]). Read response from user.
zzz .True.. If user tYPed "AB", so to step TB31, if user
didn.t type either a "Y" or. "Nal issue errorionesSase and then 90
-t0 step TB9. If user tyPed "Y", zzz K--.false. and then 90 tO
step TB11. If user typed "N" then 90 tO step TB12.

TB10. [Ast: the "y" question and check for valid response.] Call sub
routine OUEST(i[m + 1], iCzpoint m]). Read response from
user, zzz <-- .false.. If user typed "AB", gc to step 1B311 if

user didn't type either a "Y" or "N", issue error message and
then 90 tO step TB10. If user tyPed "Y", zzz .true. and
then 90 tO step TB11. If user typed "N" then so to step TB12.

10u



TH11. [Process a Yes answer to a query.] If zzz = .false., then 90 tO
step 1B17, else go to step TB13.

TB12. [Process a no answer to a querY.3 If zzz = .faIse., then.go to
steP TB17.

TB13. [Initialize.] Set j <-- 1.

TB14. [Search row of Phi for inferene to be entered onto R.3 If phi-
[zPoint, j] =..false., then gr, to step TB16.

TB15. [Fill UP R with infered ones and zeros.] ictr2 J. If ictr2t
> n, then ictr2 <-*ictr2 - n. If j > n, then r[n + 1, ictr23

<-- .true.. Otherwise, r[ictr2, m + 1]<-- .false.. Set flag[j]
<-- .true., z[j] <-- .true..

1816. [LooP on J.] j <-- j + 1. If j <= dimPhi, then 90 to steP
1814, else 90 tO step TB20.

1817. [Initialize.] j <-- 1

1818. [Search c.lumn of Phi for inference to be entered onto R.] if
phi[j,zPoint] = .false., then 90 tO step TB20.

TB19. (Fill UP R with infered ones and zeros.] ictr2 <-- j, if ictr2
n, then .ictr2 <-- ictr2 n. If j > n, then r[m + 1,ictr2]

<-- .false., otherwise r[ictr2,n + 1] <-- .true.. Set flag[j]
<-- .true., z(j) <-- .true.

TKO. [Loop on j.] j <-- j + 1 if j <= dimphi, then go to step
1818.

1821. [Initialize.] j <-- 1

1822. [Zero out rows and columns of Phi used in steps TB19 and 1815.3
If z[j] = .false., then 90 to step 1824.

TB2.3. [Zero row and column j.3 phi[j,k: <-- .false., Phi[k,j3 <--
.false., k=1,2,...,dimphi.

1824. [Loop on j.] j <-- j + 1. If j <= dimPhi, then go to step
TH22.

T825. rInItialize.] i <-- 1

TE426. [Check to see if Phi 15 all zeros via flag vector.] If flag[J]
= .false., then 90 to step TB30.

10
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1H27. [Loop on j.] j <-- j + 1. If j <= dimPhi, then 90 to step.
TH26.

TH28. [Set main diasonal.of R.] rEm .4. 1,m + 1] <-- .true., n <-- n +
1.

[Update permanent file with new R matrix.] Call subroutine 10,
then 90 to,step 1B1.

TH30. [Zero out z.] zEj] <-- .false., j=1,2,...,dimphi. Go to step
TH7.

TH31. [Write out message indicating abort of bordering session.]
wite message and then so to step TB1.

5



IBEHL

ISMS SUB(Ret.

FUNCION

USAGE

PARAMETERS

INE/FUNTION NAME TBPHI

,COMMON BLOCPS

A

.Forms the Inference Opportunity Matrix
used in the Transitive Bordering
Algorithm.

CALI. TBPHI(N,A,DIMPHIISUBREL.SYS2,SYS)

- Input integer scalar indicating the cur-
rent numkter .of elements in matrix "'A".

A Input logical two dimensional matrix of
dimension "SYS" X "SYS". This is the%
current reachability matrix model.

PHI Output logical two dimensional matrix of.
dimension "SYS2" X "SYS2". This is

. the output inference opportunity
matrix.

DIMPHI - Input integer scalar indicating the
number of rows/Columns in "PHI" which
contain information. This variable,
should be;s.et equal to 2*"N".

g.:UBREL- Input logical variatrle indicating tYrie-1,
of relationship being modeled.
SUBREL = .FALSE. implies a noh-
subordinate relationship is being
modeled.
SUBREL = .TRUE. .implies e: non-
subordinate relationship is being
modeled and the "PHI" matrix should be
calculated differently.

9Y32 - Input integer scalar used in FORTRAN
DIMENSION statements. "5Y32!' is equal
to 2*"SYS".

SYS -,Input integer scalar used in FORTRAN
DIMENSION statements.

4

- None

REOUIRED ISMS ROUTINES - None

lOj



0

REOUIREtr FORTRAN ROUT.

ALGORITHM EMPLOYED

la

None

The algorithm emploYed is described
below:

Algorithm FP (Form the Inference Opportunity Matrix, PHI, for Transi
tive bordering.) Given the number of elements in a reachabilitY
matrix, n, and the logical reachabilitY matrix, A, form-an inference

'-opportunity matrix, PHI.

FP1. [Form the unl".matrix.] Set PHI, phi[i,j] a[i,j], phi[i +
n,J + Phi[i,+ nlj] <-- .NOT.a[jli], j=1,2 ..... n,
i=1,2,...,n.

FP2. [PrOcess request.for subordinate relationships.] Set PHI, phi[i
+ n,i] .true., i=1,2,...,n if subrel is .true..

FPi. [Multiply.] Set Phi[i,j + n] .false. Then set Phi[i,j + n]
<-- phiCj + n] .0R.ed with the quantity Phi[i + n,k] .AND.ed
with phi[k + n,j + n], k 1 2 j=1,2,...,n, i=1,2,...,n.

FP4. [Multipl)'.] Set phi[i + .fals2., then set phi[i + n,j]
phi[i + n,j] .0R.ed with the quantitY Phi[i,k] .AND.ed with

phi[k,j + n], j=1,2,...,n, i=1,2,...,n.

FP5.:' [Set upper right half of matrix to zero.] Set phi[i,j]
J=n+1,n+2,...,2*n,

110
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ISMS SUBROUTINE/FUNCTION NAME - FINDZ

FUNCTION - Finds the row/column of an inference
opportunity matrix that has maximum
inference potential.

USAGE CALL FINDZ(DIMPHI,PHI,ZPOINT,FLAG,SYS2)

PARAMETERS DIMPHI Input irteger scalar indicating the
number of rows and columns filled in
the matrix "PHI".

PHI - Input logical two dimensional matrix of
dimensions "SYS2" X "SYS2". This is
the Anference opportunity matrix.

ZPOINT Output integer scalar which contains the
row/column number in "PHI" with maxi-
mum inference Potential. This value
is returned to the calling routine.

FLAG Input logital vector indicating rows/
columns of "PHI".which have been
zeroed out as a result of the transi-
tive bordering process. A .true.
indicates that a row and column has
been zeroed out.

SY82 - Input integer scalar used in FORTRAN
DIMENSION statements. "5Y52".is equal
to 2*"SYS".

COMMON BLOCKS None

REQUIRED ISMS ROUTINES V1SET,V2SET

REQUIRED FORTRAN ROUTINES MINO,MAXO

ALGORITHM EMPLOYED The algorithm emploYed is described
below:

Algorithm FZ (Find a value for Z that has the maximum inference poten-
tial'.) Given the number of rows and columns in a logical matrix,
dimphi, the logical matrix, PHI, and a logical vector indicating
rows and columns of PHI that havebeen zeroed out, FLAG, find the



row/column of PHI that has the maximum inference potential and set
variable zPoint equal to this subscript.

FZ1. [Form the set V.] Set vector V1, v4Ci3 <-- number of ones in
column i of PHI (aPplY algorithm V1). Set Vector V2, v2Ci] <
number of ones in row i of PHI.(applY algorithm V2). If flag[i]
is .false., i=1,2,...,dimPhi. $

FZ2. [Form the set V'.] Set vector MIN, min[i] <-- the smaller of the
two values, vlli3 or v2[i3 if fla9Ei3 is .false.,
i=1,2,...,dimPhi.

FZ3. [Find the maximum of the minimums of V'.] (Initialize.) Set
bigger <-- 0, zpoint <-- 0.

FZ4: [Fill UP vector 2.] Set big <-- the largest of the two values,
bigger or min[i]. If big is greater than bigger, then zero out
vector Z, z[k] <-- .false., k=1,2,...,1. If big is less than or
equal to min[i3, then set z[i] <-- .true., If big is greater than
or equal to bigger, then set bigger <-- big, i=1,2,...,dimPhi.

. Do the above step only if flag[i] = .false..

FZ5. [Form set V" and select a "Z".] Set bigger <-- 0. Set big <--
the greater of the two values, v1Ei3 + vzCi3 or bigger. If bigg
er is greater than big, then set bigger <-- bis and zpoi.nt <--
1=1,2,...,dimPhi. Do the above steP if z[i] = .true..

11
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V1SEI,

ISMS SUBROUTINE/FUNCTION,NAME - VlSET

FUNCTION - Counts the number of ones in a selected
column, Oh of the inference oppor-
tunity matrix.

USAGE - X m V1SET(J7DIM1SYS2)

PARAMETERS MAT - Input logical two dimensional matrix of
dimension "SYS2" X "3Y52". This is
the inference opportunity matrix.

%.1 - Input integer scalar indicating the
column of "MAT" that the counting
operation should be applied to.

DIM Input integer scalar indicating the last
row/column of "MAT" that contains
information.

SYS - Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS - None

. REWIRED ISMS ROUTINES - None

REWIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED The algorithm employed is described
below:

1 0

Algorithm V1SET (Count the number of ones in the column of a matrix).
Given thel number of elements currentlY in a matrix, d, the matrix,
M, and the number of a column in M, j, count the number of ones in
column i of M and assign this value to s.

V1SET1. (Initialize.) Set s <-- 0, i <-- 1.

V1SET2. [Count.] If m(i,j] = 1, then s s + 1.

1 1



ELoop on i.3 i <-- i + 1. If i <= d, then 90 to steP V1SET2,
else algorithm is complete.

11



V2SEI

ISMS SUBROUTINE/FUNCTION NAME - V2SET

FUNCTION

^

- Counts the number of ones in a selected
row (i) of the inference oPvortunity
matrix.

USAGE - X = V2SET(MAT7I,DIM,SYS2)

PARAMETERS MAT -.Input logical two dimensional matrix of
dimension "9Y52" X "SYS2". This is
the inference opPortunity matrix.

Input integer scalar indicating the row
of "MAT" that the counting operation
should be applied to.

DIM Inomut integer scalar indicating the last
'row/column of "MAT"that contains
information.

.8Y52 Input integer scalar used in FORTRAN
DIMENSION statements. "SYS2" is equal
to 2*"SYS".

COMMON BLOCKS - None

REWIRED ISMS ROUTINES - None

REWIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED - The algorithm employed is described
below:

12

Algorithm V2SET (Count the number of ones in the row of a matrix).*
Given a logical matrix, M, the number of.filled rows and columns in
M, d, and the number of the row to count, i, count the total number
of ones in row i of M and assign s to this value.

V2SET1. [Initialize.] <-- 0, J <-' 1.

V2SET2. [Count.] If m[i,j) = 1, then set s <-- s 4. 1.



V2SET31 [LooP on .] j <-- j + 1. If j (= d, then 90 to step V2SET2.
Otherwise, alsorithm is complete.

11
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DILLEV

0

ISMS SUBROUTINE/FUNCTION NAME - DIGLEV

FUNCTION - Displays a level formatted digraph of an
argument reachability matrix.

USAGE - CALL DIGLEV(N,MATRIX,INDEX,TTYOUT,SYS )

PARAMETERS - Input integer.scalar denoting the cur-
rent number of elements in the argu-
ment reachability matrix.

MATRIX - Input logical two dimensiohal matrix of
dimension "SYS" X'"SYS". This is the
argument reachabilitY matrix.

INDEX - Input integer vector :f. length "SYS"
containing the .index set for "MATRIX".

TTYOUT - Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

SYS - Input integer scalar used in FORTRAN
DIMENSION stateM4nts.

COMMON BLOCKS None

REOUIRED ISMS ROUTINES - HIERCH,STAN;SWITH,CONDE,ELIM,SKLTN,
DISPLV

REQUIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED The algorithm employed is described
below:

14

Algorithm DIGLEV (Display the levels formatted digraph of an argument
reachability matrix). Given a reachability matrix, Mi associated
index set vector, I, and fhe current number of elements in M, n,

displaY a levels formatted digraPh on the interactive terminal.

DIGLEV1. (Rearrange M and I into hierarchial 'form. Leave result in H
and O.) ApplY Algorithm HEIRCH.



DIGLEV2. [Put H and 0 into standard form.] APPlY Algorithm STAN.

DIGLEV3. [Calculate condensation matrix for H and 0.] APP1Y Algorithm
CONDE.

DIGLEV4. [Calculate skeleton matrix for H] AWN' Algorithm SKLTN.

DIGLEV5. [Print out levels formatted digraph.] ApPlY Algorithm
DISPLV.



raseLv

ISMS SUBROUTINE/FUNCTION NAME - DISPLV

FUNCTION - Prints a levels formatted digraph from a
lower triangular skeleton matrix.

USAGE - CALL DISPLV(N,SKLTN,INDEX,LEVELS,TTYOUT,
SYS)

PARAMETERS - InPut integer scalar indicating the
'number of elements 'in the input skele-
ton matrix.

SKLTN - Input logical two dimensional matrix of
dimension "SYS" X "SYS". This is the
input lower triangularized skeleton
matrix.

INDEX - Input integer vector of length "SYS"
containing the index set for "SKLTN".

LEVELS Input integer vector of length "SYS"
containing the number 6f,elements on
each level.
LEVELS(I) fa Number of elements on each

level #i.

TTYOUT Input integer scalar used as unit number
in FORTRAN WRITE.statements directed
to interactive terminal.

SYS Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS - None

REQUIRED ISMS ROUTINES - None

REQUIRED FORTRAN ROUTINES - None

'ALGORITHM EMPLOYED - The algorithm emPloyed is described
below:

11
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Algorithm DISPLV (Display a levels formatted digraph on the interac-r
tive terminal.) Given a logical lower triangularized skeleton
matrix S, its associated index set vector, D, the number of ele-
ments in S, n, and a vector filled with the number of elements on
each level, L, disPlaY a levels formatted digraph.

DISPLV1. [Initialize.] i,<-- 1, level <-- 0, row <-- 1.

DISPLV2. [Process next level.] level <-- level + 1, row <-- row +
l[level]. Write level number out on interactive terminal,
variable level.

DISPLV3. [Check to see if we are processing level one.] If level = 1,
then go to step DISPLV11.

DISPLV4. [Start Processing element #i.] Count <-- 0, iminus <-- i 7
1, J <7 1.

DISPLV5. [Find all elements that element #i reaches to.] If sEi,j] =
0, then 90 to step DISPLV7.

DISLV6. [Fill scratch Print vector.] count <-- count + 1, list[count]
<--

DISPLV7- [Loop on j.] j <- j + 1. If i <= iminus, then 90 tO step
DISPLV5.

DISPLVS. [All done Processing elements #i, print it and its
r.onnectives.] Write elements #i and its reachability set on
interative terminal, variables d[i], list[k],

DISPLV. [Are we finished with the algorithm?) i < i + 4. If i <
, n, then algorithm is comPlete.

DISPLV10. [Not done with algorithm, are we done with this level on
di9raPh-1 If i = row, then 90 to step DISPLV2. Othewise,
90 tO step DISPLV3.

DISPLV11. [Write out level #1 element on terminal.] Write out vari-
able d[i], then 90 to steP DISPLV9.

t.
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HIERCH

ISMS SUBROUTINE/FUNCTION NAME - HIERCH

FUNCTION - Rearranges an input reachability matrix
into a leVels partitioned hierarchial
reachabilitY matrix.

USAGE - CALL HIERCH(N,INREA,INDXIN,REAH,INDXH,

PARAMETEES

1:3

NL,LEVEL,SYS)

- Input integer scalar denoting number.
elements in the input reachabilitY
matrix.

INREA Input logi,cal two dimensional matrix of
dimensions "SYS" X "SYS". This is the
input reachabilitY matrix.

INDXIN - Input integer vector of length "SYS".
This is the index set for "INREA".

REAH Output logical two dimension matrix of
dimensions "SYS" X "SYS". This is the
output hierarchial levels Partitioned
matrix.

INDXH Output integer vector of length "SYS".
This is the index sekfor "REAH".

NL Output integer scalar indicating the
number of hierarchial levels in
"REAH".

LEVEL Output integer vector of length "SYS"
containing the number of elements on
each level.
LEVELS(I) = Number of elements on

level

SYS - Input integer scalar used in FORTRAN
DIMENSION statements.



COMMON BLOCKS None

REQUIRED ISMS ROUTINES None

REQUIRED FORTRFN ROUTINES None

ALGORITHM EMPLOYED The algorithm employed is described
below:

Algorithm HIERCH (Rearrange an input reachabilitY matrix into a levels
partitioned hierarchial reachabilitY matrix.) Given a reachabilitY
matrix, R, its assOciated index set. vector, 0, the number of ele
ments in R, n, rearrange R according to a levels Partition
algorithm. Leave this result in an output reachabilitY matrix, H,
and associated index set, E.

HIERCH1. [Initialize.] COPY R into H. Set local vector F to zero.
h[1,J] <---r[i,j], f[i] <-- 0, j=1,2,...,n, 1=1,2,...,n.

HIERCH2. [Initialize levels partition algorithm.] nl <-- 0, neap <--
0.

HIERCH3. [Begin levels Partition algorithm.] nl <-- nl + 1, nel <--
0.

HIERCH4-. [Find an element to process.] i <-- 1.

HIERCH5. [Skip Past element row/column already processed.] If f[1] =
1, then go to step HIERCH10.

HIERCH6. [Initialize subset test.] i <-- 1.

HIERCH7. [Test to see if reachable set is not a subset of antecedent
set for element #1.] If r[i,J] = 1 .AND. r[j,i] = 0, then go
to step HIERCH10.

HIERCHS. [LooP n J.] . + 1. If .j <= n, then 90 to step
HIERCH7.

HIERCH9. [Fill UP E.] nel nel + 1, e[neap + nel] <-- d[i], local
vector T, t[nel] <-- 1.

HIERCH10. [LooP on i. ] 1 1 + 1. If i <= n, then go to step
HIERCH5.

HIERCH11. [Founcrall elements on this level.T neaP neaP + nel,
vector levels, level[nl] K-- nel.
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HIERCH12. [Initialize i] i <-- 1.

HIERCH13. [Identify a row/col,Jmn to be zeroed.] x <-- t[1], f[x) <--
1.

HIERCH14. [Initialize zero out routine.] j <-- 1.

HIERCH15. [Zero out R.] h[x,j) <-- 0, hij,x) <-- 0.

HIERCH16. [Loop on j.] j <-- j + 1. If j <= n,jthen 90 tO StleP
HIERCH15.

It

HIERCH17. [Loop on i.] i C-- i + 1. If i <= nel, then go to step
HIERCH13.

HIERCH18. [Have all elements been processed?] If neap < n, then 90 to.
steP HIERCH12.

HIERCH19. [Initialize i.] i <-- 1.

HIERCH20. [Initialize j.] j <-- 1.

HIERCH21. [Locate Proper j subscript.] If e[i] = d[j], then 90 tO
step HIERCH23.

HIERCH22. [Loop on j..] j <-- j + 1. If j <= n, then 90 to step
HIERCH21.

'HIERCH23.

20

[Initialize k.] k <-- 1.

HIERCH24. [Rearrange rows of R and store result in H.] h[1,k]
r[j,k].

HIERCH25. [Loop on k.] k <-- k + 1. If k <= 14: then 90 to step-
HIERCH24.

HIERCH26. [Loop on . ] i

HIERCH20..
+ 1 . If i <= n, then 90 tO SteP

HIERCH27. [Copy H into R.] r[i,j] <-- h[1,j], j=1,2,...,n,
1=1,2 n.

HIERCH28. [Initialize 1.] i <-- 1.

HIERCH29. [Initialize j.] J <-- 1.

HIERCH30. [Locate proPer j subscript.] If e[i] = d[j), then 90 to
step HIERCH32.



HIERCH31. CLoop on j.] j <-- j + 1. If j <= n, then 90 to step
HIERCH30.

HIERCH32. (Initialize k.) k <-- 1.

HIERCH33. CRearranse columns of R and store in in H.] hCk,i] <--
rtk,j]

HIER 3 . 'CLoop on k.3 k <-- k + 1. If k <= n, then 90 to step
HIERCH33.

HIERCH35. CLoop on i.] i <-- i + 1. If i => n, then 90 tO step
HIERCH29.

HIERCH36: (Copy E into D7 COPY H into R.] dCi3 <-- eCi], rCi,j
j=1,2 ..... n, i=1,2,...,n.
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ISMS SUBROUTINE/FUNCTION NAME - STAN

FUNCTION

USAGE

- Converts an input hierarchial reachabi-
lity matrix into its standard form.

CALL STAN(N,MATRIX,INDEX,NLEVEL,LEVELS,
SYS)

PARAMETERS N - Input integer scalar denoting the number
of elements in "MATRIX".

MATRIX - Input hierarchial reachability matrix,
output standard form matrix. This is
a logical two dimensional matrix with
dimensions "SYS" X "SYS".

INDEX - Input/Odtput vector of lensth "SYS" con-
taining the Index set for.matTix.

NLEVEL Input integer scalar denoting the number
of hierarchial levels in "MATRIX".

LEVELS Input integer vector of length "SYS"
containing the number of elements on
each level.
LEVELS(I) = Number of elements on

level #I.

SYS - Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS None

REOUI4C1 ISMS ROUTINES SWITCH

REWIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED - The algorithm emPloyed is described
below:

AlsorIthm STAN (ComPute standard form matrix); Given a hierarchial
reacriability matrix, H, its associatkl index set vector, V, the



number of elements in H, n, the number of hierarchial levels on H,
nlevel, and a vector containing the number of elements on each
level, L, compute the standard form:of H.

STAN1. [Initialize.] end <-- 0, i <-- 1.

STAN2. [Continue to check to make sure ao non-cycle elements are on
top.] start <-- end + 1, end <-- end + l[i]

STAN3. [Check to see if number of elements is two or less.1. Ic-1[1]
.LE. 2, then 90 to steP STAN13.'

STAN4. [Find and move all non-cYcle elements together on each level.]
ii <-- start

STANT'. [Initialize row check.] row <-- start, last <-- 0.

STAN6. -CInitialize column check.) col <-- start, nones <-- 0.

STAN7. [Count number of ones.] If h[row,coll = 1, then nones <-- non-
es + 1.

STAN:3. [Loot. on col.] col col + 1. If col .LE. end, then 90 to
steR STAN7.

STANO. [Check to-see if a switch should be Performed.] If nones .LT.
last, then aPP1Y algorithm SWITCH.

STAN10. [Reset variable last.] If nones .GE. last, then set last <--
nones.

STAN11. [Loop on row.) roW row + 1.- If POW .LE. end, then 90 to
step STAN6.

STAN12. [Loop on 11. ] 11 <-- ii + 1. If ii .LE. end, then 90 to
step STAN5.

STAN13. [LOOP on 1.] 1 <-- 1 + 1. If 1 .LE.. nlevel, then 90 to
step STAN2.

STAN14. [Calculate variable nminus.] nminus <--n - 1.

-.TAN15. [..7.,et switch flag to 0.] swit <-- 0.

.-DTAN16. [Initialize 1.] i <-- 1.

..TAN17. [Initialize j.] iplus <-- i + 1, iplus.
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STAN18. [Check for ones above main diagonal.] If h[i,j] = 0, then go
to step STAN21.

STAN19. [Check to see if a switch is'needed.] jminus j - If i

= jminus, then so to step STAN22.

STAN20. [Apply algorithm SWITCH to switch row and col j with row and
col j-1.3 Apply algorithm SWITCH. Set swit 1, j j

1, then so to steep STAN19.

STAN21. [Loop on j.] j <-- j + 1. If j .LE n, then go to step
STAN18.

STAN22. [Loop on i.] i i 1. If i .LE. nminus, then go to step
STAN17.

STAN23. [Check to see if any switching was required.] If swit
'then 90 to step STAN15.
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ISMS SUBROL NE/FUNCTION NAME SKLTN

FUNCTION

SKLIN

Calculates the.nonredundant adjacency
matrix (skeleton matrix) given a con
densation matrix.'

USAGE CALL SKLTN(N,MATRIX,SYS)

PARAMETERS InPut integer scalar denoting the number
of elements in "MATRIX".

MATRIX Input/Output logical two dimensional
matrix o'f dimensions "SYS" X "SYS".
This is the input condensation matrix/
output skeleton matrix.

SYS Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS None.

REQUIRED ISMS ROUTINES None

REOUIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED The algorithm emploYed is similar to the
one described bY R.K. ShYamasundar in
IEEE Transactions on Systems, Man, and
Cybernetics, Vol. SMC-8, No. 2,

February, 1978. It is described
below.

Algorithm SKLTN (Calculate the nonredundant adjacency matrix). Given
a condensation matrix, C, and the number of elements contained in C,

n, calculate the skeleton-matrix.

SKL1N1.. [Initialize.] nminus <-- n < 2.

Si,LTN2. [Initialize.] minus <-- 1 1, j <-- 1.

SiLTN. [Gheck Teachability of node j to node.i.) If di,j) = 0, then
go to step SKLTN7.

12d
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SKLTN4. [Initialize.] iPlus (--,i + 1, k iplus.

SKLTN5. [Add all nodes to row i that can be reached from node i.] If
c[k,j] = 1. .AND.ak,i] = 1, then ak,j] = 0.

SKLTN6. CLoop on k.] k <-- k + 1. If k .LE. n, then 90 to steP
SKLTN5.

SKLTN7. [Loop on j.] j (-- j + 1. If J .LE. iminus, then so to step
SKLTN3.

3KLTN8. [Loop on i.] i <-- i + 1. If i .LE. nminus, then 90 to step
SKLTN2.



SWIICH

ISMS SUBROUTINE/FUNCTION NAME - SWITCH

FUNCTION - Exchanges two rows and columns on a
binary martix.

USAGE CALL SWITCH(N,MATRIX,INDEX,ROW,SYS)

PARAMETERS - Input integer scalar denoting the number
of elements in "MATRIX".

MATRIX - InPut/Output logical two dimensional
matrix of dimensions "SYS" X "SYS".

INDEX - InPut/OutPut vector of length "SYS" con-
taining the index set of "MATRIX"

SYS , - Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS - None

REOUIRED ISMS ROUTINES - None.

REOUIT FORTRAN ROUTINES - None

ALGORITHM EMPLOYED The algorithm employed is described
below:

Algorithm SWITCH (Exchange two rows and columns of a binary matrix).
Given a binarY matrix, M, its associated index set, R, the number of
elements in M, n, and the number of a row and column to be switched;
s, switch row and column s with row and column s-1.

SWITCH1. [Initialize.] other, <-- s - 1, i <-- 1.

SWITCH2. [Switch rows.] temp <-- mEs,i], m(s,i] <-- m[other,i],
m[other,i] <-- temp.

;WITCHD. [Loop on 1.] 1 :-- 4- 1. If i .LE. n, then go
SWITCH2.

tiU

to step
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SWITCH4. [Initialize.] i <-- 1.

SWITCH5. [Switch the columns.] temp <--m[i,s], m(i,s3 <-- m(i,other],
m(i,other] <-- temP.

SWITCH6. (Loop on i.] i <-- i + 1. If i .LE. n, then so to step
SWITCH5.

SWITCH7. [Switch index set.] temp <-- rEs]., r[s] <-- riother], r(o
ther7 <-- temp.

3 i
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ZEE

ISMS FUNCTION/SUEROUTINE NAME - ZER

FUNCTION - Zeros out a logical vector.

USAGE CALL ZER(VECTOR,I,SYS)

PARAMETERS VECTOR InPut/Output logical vector of length
"SYS".

- Input integer scalar denoting starting
index of values to be retained in
"VECTOR".

SYS - Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON SLOCKS - None

REOUIRED ISMS ROpTINES - None

REOUIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED The algorithm employed is described
below:

Algorithm ZER (Zero out selected positions on a logical vector).
Given a logical vector, V, and the value of the first index of V to
retain, i, zero out the vector.

ZER1. [Initialize.] ii -- i - 1, j <-- 1.

ZER2. [Zero out.] v[j] <-- O.

ZER',3. [Loop on J.] j <-- i + 1. If j .LE. ii, then 90 tO step ZER2.

29



ISMS SUBROUTINE/FUNCTION NAME IO

FUNCTION - Reads and writes ISMS information on
disk-file.

USAGE - CALL IO(N,MAT,INDEX,UNITNO,READ,SYS)

. PARAMETERS - Input/OutPut integer scalar contains the
number of elements in "MAT".

MAT Input/OutPut logical two dimensional
matrix of dimensions "SYS" X "SYS".
This is the ISM binary matrix.

INDEX - Input/Output integer vector of length
"SYS". This is the index set vector
for "MAT".

UNITNO - Input integer scalar used as unit number
in FORTRAN READ and WRITE statements
for disk file.

READ Input logical scalar used for determin-
ing if a read or write operation is
desired.
READ = .TRUE. means a read operation

is remuested.
READ = .FALSE. means a write opera-

tion is re9uested.

SYS Input integer scalar' used-in FORTRAN
DIMENSION statements.

COMMON BLOCKS - None

REQUIRED ISMS ROUTINES None

REQUIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED - The algorithm e6ployed is described
below:
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Algorithm 10 (Read and write ISM information on disk file). Given a
logical switeh variable, r, read or write the ISM binary matrix,
index set, Old number of elements.

/ \
101. (Deter/mine if 4 read or write operation is desired.) If r = 1,

then Eskl tOtep*103.

102. [Write operation.] Rewind file. Write n, MAT, and INDEX.
Algorithm is complete.

103. [Read operation.] Rewind file. Read n, MAT, and INDEX.
Algorithm is complete.
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ELLSESI

ISMS SUBROUTINE/FUNCTION NAME DISPST

FUNCTION

USAGE

PARAMETERS

Prints a stages formatted digraPh given
an upper triangularized skeleton
matrix.

CALL DISPST(N,MATRIXIINDEXISTAGES,
NSTAGE,TTYOUT,SYS)

Input integer scalar edqual to the number
of elements in "MATRIX".

MATRIX InPut logical two dimensional matrix of
dimensions "SYS" X "SYS".. This is the
upper triangularized skeleton matrix.

INDEX InPut integer vector of length "SYS"
containing the index set of "MATRIX".

STAGES Input integer vector of length "SYS"
containing the number of elements on
each stage.
STAGES(I) = Number of elements on

stage 41I.

NSTAGE Input integer scalar ectual to the lotal
nUmber of stases on "MATRIX".

TTYOUT Input integer scalar used es unit number
in FORTRAN WRITE statements directed
to interactive terminil.

SYS Input integer scalar used in FORTRAN
,DIMENSION statements.

COMMON BLOCKS None

REQUIRED ISMS ROUTINES None

REQUIRED FORTRAN ROUTINES None 130



ALGORITHM EMPLOYED The algorithm employed is described
berow:

Algorithm DISPST (Print a stages formatted digraph). Given the number
of elements currently in an uPPer triangularized skeleton matrix, n,
the skeleton matrix, $ , the index set fop 5, T, a Vector containi.ng
the number of elements on each stage, R, and the total number of
stages, v, Print the stases formatted digraph.

DISPSTI. (Initialize.] row <-- 1, stage <-- 0, i <-- 1.

DISPST2. [Initialize this stage.] stage <-- stage + 1, row <-- row +
'r(stage]. Write out stage number on interactive terminal,
variable stage.

DISPST3. [Check to see if last stage is to be Processed.] If stage =.
v, then 90 tO steP DISPST13.

DISPST4. (Initialize element search.] count <-- 0, istart <-- i + 1,
<-- istart.

0ISPST5. (Find all elements that element #i reaches.] If s[i,j] = 01
then 90 tO step DI3P6T7.

DISPST6. [Found one, keep a record of it.] count <-- count + 1, fill
lbcal vector LIST,_l[count] <-- t[j].

DISPST7. (Loop on j.) j <- I. If j .LE. n, then 90 tO step
DISPST5.

DISPSTS. [Special Printing routine for elements with no reachabilitY
s'et.] If count = 0, then 90 to step DISPST13.

DIOPST9. (All done Processing element #i, Print on terminal.] Write.
out on interactive terminal, t(i], l[k],

DISPST10. [Increment .] 1 <-- i + 1.

DISPST11. (Finished with algoithm?] If i .GT. n, tt;en algorithm is
7.,)mplete.

DISPST12. [Finished with this stage,] If i = row, then go to step
DJSPST2, else go to step DISPST3.

DISPST13. [Process last stage elements.] Write out on interactive
terminal t[i], then go to step DISPST10.
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EINGLI

ISMS SUBROUTINE/FUNCTION NAME - FINDIT

FUNCTION Determines if two elememts.are contained.'
in the index set of a mafrix.

USAGE - CALL FINDIT(N,N1,N2,S1,S2,INDEX,FOUND1,
FOUND2,SYS)

PARAMETERS - Input integer scalar denoting number of
elements contained in "INDEX".

N1 - Input integer scalar equal to the first
element number to be found.

N2 - Input integer scalar equal to the second
element number to be found.

Si - Output integer scalar which is set eqUal
to the subscript of "INDEX" that "Nl"
is found.

q2 Output intege-r scalar Which is 'set equal
to the subscript of "INDEX" that "N2"
is found.

INDEX - Input integer vector of length "SYS".
ThiA is an index set vector for a
matrix.

FOUND1 Output logical 'scalar set to .true. if

"Nl" was found, set to..false.
otherwise.

FOUND2 - Output logical scalar set to .true.
"N2" was found, set to .false.
otherwise.

SYS - Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON EiLOCKS None

.34
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REQUIRED ISMS ROUTINES None

REQUIRED F.URTRAN ROUTINES None

ALGORITHM EMPLOYED The algori'hm emPloyed is described
below:

Algorithm FINDIT (Find the subscript values for two elements in any
index set vector). Given two element numbers to be found, n1 and
n2, Ahe number of elements in a given index set, n7 the index set
vector, I, find the vector index for each, sl and s2, and set a log
i.cal variable for each, fl and f, if found.

FINDIT1. (Initialize.] fl <-40, f2 <-- 0, sl

1.

<-- 0, s2 <-- 0-7

FINDIT2. [Search.] If n1 = i(j3, then set sl
then set s2 <-- j

<-- j. If n2 <-- iCj3,

FINDIT3. (Loop on j.3 j.<-- j + 1. If j .LE.
FINDIT2.

n, then go to step

4

FINDIT4. (Set logical variables.] If sl.gt.
If s2 .GT. 0, *hen set f2 <-- 1.

0, then set fl <-- 1.

13,
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IGSIG

ISMS SUBROUTINE/FUNCTION NAME - DIOSTO

FUNCTION - DisPlaYs a stages formatted digragh from
a given reachabilitY matrix.

USAGE

PARAMETERS

- CALL DIGSTO(N,MATRIX,INDEX,TTYOUT,SYS)

- Input integer scalar denoting the number
of elements in "MATRIX".

MATRIX - Input logical two dimensional matrix of
dimensions "SYS" X "SYS". This is the
input Teachability matrix.

INDEX. - Input integer vector of lenilth "SYS".
This is the index set for "MATRIX".

TTYOUT - Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

SYS - Input integer scr.lar used in FORTRAN
DIMENSION statements.

r.OMMON BLOCKS - None

REQUIRED ISMS ROUTINES - HIERCH,STAN,SWITCH,CONDE,ELIM,SKLTN,
DISPST

REQUIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED The algorithm employed is described
below:

Algorithm DIOSTO (Display the digraph of a reachability matrix in a
stages form4t). Given a reachability matrix, R, its associated
index set, X, and the number of elements in R, n, display the
digraph in a stases format.

DIGSTG1. (Check for error condition.] If n .07. 0, the.n 90 tO step
DIOST03.
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DIOST02. [Write out error message.] Write rror to interactive ter
minal and then algorithm is complete.

DIGST03. (Initialize.) i <-- 1.

DIG5T04. [Initialize.] J <-- 1.

DIOST05. [Transpose input reachability matrix.] Set local logical
matrix, I. t(i,j) <-- r[j,i].

DIOST66. CLooP on j.] j <-- L. If j .LE. n, then so to steP
DIOST65.

DIOSTG7. [Loop on i. i <-- 1 + 1. Ifi .LE. n then 90 tO step
DIUSTCA.

DIGSTOS: [Copy T into R.3 r(i1j) <-- t(i,j], j=1,2 ,

DIGST09. [Levels Partition 1.3 Alloehe Algorithm HIERCH.

DIGSTO10. [Put T into standard form.] APPlY Algorithm STAN.

DIGSTC,11. (Compute condensation matrix of 1.) APPlY Algorithm CONDE.

DIGST012. [Calculate skeleton matrix of T.3.APply Algorithm SKLTN.

DIOSTG13. [Initialize.] i <-- 1.

DIGST614. rIoitia1 ize.3 i <-- 1.

DIGSTG15. lTranspose T, leave result in R.] r[i,j] <-- ttj,i3.

DIOST01. [Loop on j.] <-- j + 1. If J .LE1 n, then 90 to step
DIGSTO15.

DIUSTO17. [Loop on 1.3 i <-- i + 1. If 1 .LE. n, then go to steP
DIGST014.

DIGST61. [Print out stages digraph.] APPlY Algorithm DISPST.
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ELCONI

ISMS SUBROUTINE/FUNCTION NAME - ELCONT

FUNCTION

USAGE

- Performs the elementary contraction
process.

- CALL ELCONT(N,REA,INDEX,TTYIN,TTYOUT,
1 SYS)

PARAMETERS N - InPut/OutPUt integer scalar equal lo the
number of elements in "REA".

REA, - Input/Output logical two dimensional
matrix of dimeneions "SYS" X "SYS".

\
INDEX - Input/OutPut integer vector of length

"SYS" containing the index set of
"REA7.

TTYIN - Input integer scalar rused as unit number
in FORTRAN READ statemeots directed to
interactive terminal.

TTYOUT - Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

SYS Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCS - None

REOUIRED ISMS ROUTINES GETNUM,FINDIT,HIERCH,STAN,SWITCH,CONDE,.
ELIMISKLTN,COMBIN,TRNCLS,I0

REQUIRED FORTRAN ROUTINES' - None .

ALGORITHM EMPLOYED

38

- The algorithm emPloYed is described
below:

Algorithm ELCONT (Contract two adjacent elemen'ts on different levels
or stages). Given a reachability matrix, R, its associated index



set vectors, T, and the number of elements in R, n, ask the user for.
two elements and perform the elementary contraction process.

ELCONT1. [AccePt two number from interactive terminal.) APPlY
Algorithm GETNUM.

ELCONT2. [Check to see if numbers are zero.] If u = 0 or v = 0, then
algorithm is complete.

ELCONT3. (Check to see if numbers are in index set.) Ar,plY Algorithm
FINDIT. If u and/or v are/is not found,. then write appropri-
ate error message on interactive terminal and then so to step
ELCONT1.

ELCONT4. [Set nn.) nn <-- n.

ELCONT5. [Calculate non-redundant adjacencY matriX for "REA".7 APPlY.
Algorithm HIERCH, Algorithm STAN, Algorithm CONDE, Algorithm
SKLTN. Fill UP local vector Z with index set of non-
redundant adjacency matrix and local matrix A with matrix.

ELCONT6. [Check to see if u and v are adjacent.] ApPly Algorithm FIN-
DIT in order to obtain the row and column subscripts for u
and v, iu, iv. If u and v are found on A and a[iu,iv] = 1,
then 90 tO step ELCONT8.

, ELCONT7. [Element u is not adjacent to element v.] Write appropriate
error message on interactive terminal and then so to step
ELCONT1.

ELCONT8. [Accept new index value from interactive terminal .for con-
tracted elements.] APPlY Algorithm GETNUM. If newnam = 0,
then the algorithm is complete.

ELCONT9. [Check to see if newnam'is already in index set.] APPlY
Algorithm FINDIT. If newnam is already used, then write
appropriate error message on interactive termina(1 and then 90
tO step ELCONT8.

ELCONT10. [Combine elements u and v and use newnam as index value.]
APPLY Algorithm COMBIN.

ELCONT11. [Calculate reachabilitY of new element.1 APPlY Algorithm
TRNCLS,

ELCONT12. [Update permanent fil.e with new matrix.] APPlY Algorithm IO
and then 90 to step ELCONT1.
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CONDE

ISMS SUBROUTINE/FUNCTION NAME - CONDE

FUNCTION - ComPutes the condensation matrix of a
given standard form matrix.

USAGE - CALL CONDE(N,MATRIX,INDEX7LEVELS,TTYOUT,
TYPESSYS)

PARAMETERS N - Input/Output integer scalar denoting the
number; of elements in the input stan-
dard form matrix/number of elements in
the output condensation matrix.

40

MATRIX - Input/Output logical two dimensional
matrix of dimensions "SYS" X "SYS".
This is the input standard form
matrix/output condensation matrix.

INDEX - Input/Output integer vector of length
"SYS". This is the index set of the
input standard form matrix/output con-
densation matrix.

,LEVELS Input/OutPut integer vector of length
"SYS". This vector contains the numb-
er of elements on each level of the
input standard form mitrix/outPut con-
densation matrix.

TTYOUT Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

TYPE - Input logical scalar used to determine
if the printing of cycles at the
interactive terminal is to be
performed.
TYPE = .TRUE. means print cycles.
TYPE = .FALSE.. means not to Print

cycles.



SYS - Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS - None

REQUIRED ISMS ROUTINES ELIM

REQUIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED - The algorithm emPloYed is Aiescribed
j)elow:

Algorithm CONDE (Compute the condensation matrix of a given standard
form matrix.) Given a standard form matrix, S, its associated index
set vector, R, the

. number oC elements in 8, n, a vector with the
number of elements on each level on 8, L, and a variable that tells
whether or not to print the cycles, b, reduce all cycle sets to a
single prOXY element by eliminating elements to finally yield the
condensation matrix.

CONDE1. [Initialize i.] i <-- 1.

CONDE2. [Initialize.] count <-- 1, j

T, t1] <-- r[ ].

< + 1, local scratch vector

CONDE3. [Check for a one above main diagonal (cycle).] If s[ i,j] = 0,
then 90 tO step CONDE11.

CONDE4. [Put found cycle element in Print out list and eliminate from
matri.] count <-- count + 1, t[count] <-- rEj], apOly
algorithm ELIM.

CONDE.5. [Initialize.] potitn <-- C), ii <-- 1.

CONDE6. [Find proper element to change in L.] positn <-- positn +
1[1]. If positn .0E. j, then go to step CONDES.

CONDE7. CLooP on ii.] ii <-- ii + 1. If ii .LE. n,.then 90 tO step
CONDE6.

CONDE. [Reduce number of elements on level where an element was
eliminated.] l[ii] <-- l[ii] - 1.

CONDE9. [Any more elements in this cycle set?] If sEi,j] = I .AND.
.LE. n, then gb to step CONDE4,

CONDE10. [Write cycle ou, to interactive terMinal.] If b = 1, then
write out t[iii], 1 ii=1,2,...,count.
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CONDE11. [Loop on i.3 i <-- i + 1. If i .LT. n, then so to step
CONDE2.



OEINUM

.ISMS SUNROUTINE/FUNCTION NAME GETNUM

FUNCTION - Reads n unsigned integers from an
interactive terminal in a free format.

USAGE - CALL GETNUM(ARRAY,N,TTYIN,TTYOUT)

PARAMETERS ARRAY - Output integer vector of.length "N".
This vector contains the number as
read from the terminal
ARRAY(1) = First number, etc.

- Input integer eclual to the number of
integers to be read.

TTYIN - Input integer scalar used as unit number
in FORTRAN READ statements directed to
interactive terminal.

TTYOUT Input integer scalar used .as unit number
'in FORTRAN WRITE statements directed
to interactive terminal.

COMMON BLOCKS None

REQUIRED ISMS ROUTINE None

REWIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED - The algorithm emPloYed cs described
below:

Algorithm GETNUM (ReAd "n" unsigned integers in a free format). Given
the vector 'to store the integers, A, the number of integers to read,
n, read "n" unsigned integers from the interactive terminal.

GETNUM1. [Read in string from terminal.] Read into local vector B.

!:IETNUM2. [Initialize.] 1 <-- n, a[l] <-- 0, Power <-- 0, i <---1.
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GETNUM3. [Search backwards through string looking for deliminters.] k
<-- 81 - 1. If bEk] = blank or a comma, then go to step
GETNUM9.

GETNUM4.

GETNUM5.

(Initialize.] j <-- 1 ii <-- j - 1.

[Check against holerith constant vector (nums).] If b[k]
.NE. nums(j3, then go to step GETNUM7.

GETNUM6. [Construct integer.] an] <-- + (ii * (10**Power)),
power <-- Power + 1, then go to step GETNUM12.

GETNUM7. (Loop on j.] j <-- j + 1. If j .LE. 10, then go to steP
GETNUM5.

GETNU08. (Character found was not numeric.] Write error message and
then 90 tO step GETNUM1.

GETNUM9. [Check for end of number.] If a[1] = 0, then so to ste0
GETNUM12.

GETNUMIO. [Decrement 1 and check for completion.] 1 <-- 1 - 1. If 1

= 0, then 90 to steP GETNUM13.

GETNUM1I. (Initialize.] <-- 0, Power <-- O.

GETNUM12. (Loop on 1.] i <-- i + 1. If i .LE. 80, then 90 to steP
GETNUM3.

GETNUM13. i <-- 1.

GETNUM14. [Check magnitude of each number.] If aCi] .0T. '99999, then.
90 tO step GETNUM16.

GETNUM15. (Loop on.1 i <-- i + 1. If i .LE. n, then go to steP GET-
NUM14. Otherwise, algorithm is complete.

GETNUM16. (Numbers too large.] Write out error message and then 90 tO
step GETNUM1.
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CUMIN'

ISMS SUBROUTINE/FUNCTION NAME COMBIN A

FUNCTION Combines two rows and columhs in a
reachabilitv matrix.

USAGE CALL COMBIN(I'!,REA,INDEX,IU,IV,NEWNAM,
SYS).

PARAMETERS InPut/OutPut integer scalar equal to the
number of elements in "REA".

4Ito

REA' InPut/Output logical two dimensional
matrix of dimensions "SYS" k "SYS".
This is the argument reachabilitv
mat+ix.-

INDEX Input/Output integer vector of length
"SYS" containing the index .set of

IU Input integer scalar equal to the row/
column subscript of the first elements
to be combined.

IV Inlut integer scalar equal to the row/
column subscript of the second element
to be combined.

NEWNAM Input integer scalar equal to the integ
er to be used in the index set.for the
combined elements.

SYS Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCkS None

REQUIRED ISMS ROUTINES ELIM

REQUIRED FORTRAN ROUTINES None
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ALGORITHM EMPLOYED The algorithm employed is described
below:

Algorithm COMBIN (Replace row and column iv with the boolean sum of
row and column iu and iv). Given the number of elements in a
reachability matrix, n, the reachabilitY matrix, R, its associated
index set vector, T, the two row/column indices to combine, iu and
iv, and the value to be rePlaced in the index set for the combined
element, newnam, combine iu and iv via boolean sum, method and
replaced index name with newnam.

COMBIN1. [Initialize.] i <-- 1.

COMBIN2. [Replace row iv with boolean sum of rows iu and iv.] rtiv,i]
<-- rCiu,i] .0R. rCiv,i].

COMBIN3. [Replace column iv with boolean sum of columns iu and iv.]
r[i,iv] <-- rriviu] .0R. r(i,iv).

COMBIN4. [Loofa on i.] i <-- i + 1. If i .LE. n, then. 90 tO step
COMBIN2.

COMBIN5. [Replace iv's index with newnam.] triv] <-- newnam.

COMBIN6. [Erase row, column, and index for iu.] APPiY Algorithm ELIM.
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illJESI

ISMS SUBROUTINE/FUNCTION NAME QUEST

FUNCTION Displays'the queries used during an
embedding session with ISM.

USAGE CALL QUEST(EL1,EL2,TTYOUT,QTYPE,TXTWDS)

PARAMETERS EL1 Input integer scalar which is equal to
the index value of the first element
to be displayed.

EL2 4- Input integer scalar which is equal to
the index value of the second element
to be displayed.

TTYOUT Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

QTYPE Input integer scalar used to determine
if full text or symbolic queries
QTYPE = .TRUE.. means that symbolic

queries will be.used.
OTYPE = .FALSE. means that full text

queries.will be used.

TXTWDS Input integer scalar which is equal to
the number of machine words require&
to hold 600 display code characters
plus 10.

COMMON BLOCKS FTEXT Named integer.common blo.ck

See the description under subroutine BORDER for "FTEXT" parameters

REOUIRED ISMS ROUTINES None

REOUIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED The algorithm employed is described
below:
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Algorithm WEST (Display the ISM ,queries.in either full text or SYM
bolic formats). Oiven the i'ndex values of each element to be dis

\plaYed, el and e2T a switch variable which,determines whattYpe of
queries to use, q, and a common block filled with the introductory,
relational, and qualifying phrases, display the querY.

OUEST1. [Determine query type to be Presented.] If q = 1, then 'go to
step QUEST12.

.._

QUEST2. [Calculate direct access file offset.] il <-- el + 4, i2 <--

i.:.
e2 + 4.

it

QUEST:3. [Read elemen 4, text file and PLA in common block.1 Read

0 .rcod il and Nlace in "Ll". Read record i2 and Place in

QUEST4. [Initialize.] of4set <-- 0, i <-- 1.

QUESTS. [Initialize.] il <-- 0, i2 <-- 0, j <-- 1.

OUES:6. [Check length indicator.] (NOTE: a local vector, 6, is equi
valenced to the common block.) If LI[i + offset] = 0, then 90
to step QUEST9.

0UEST7. [Compute length r.:nd 1Qcation of print lane.] length <-- b[j +
offset], il <-- i2 + 1, i2 <-- ii + length 1.

OUES78. [Print line of interactive terminal.] W.ite out b[c + offset
+ 10], c=i1,..,i2.

OUEST9. [Loop on j.] J <-- j + 1. If j .LE. 10, then 90 to steP
QUEST6.

OUEST10. [Update offset into common block.] offset <-- offset +
ttwds.

OUEST11. [L OOP on 1.] i'<-- i + 1. If i LE. 5,.then 90 tO step
OUEST5. Otherwise algorithm is complete.

OUEST12. [Present symbolic (numeric) queries.] Write out el, e2.

15



ISMS SUBROUTINE/FUNCTION NAME ELIM

FUNCTION Eliminates an el.ement from a given
binary matrix.

U.

EL11:1

USAIIE CALL ELIM(N,MATRIX,INDEX,DELETE,SYS,)

PARAMO-ERS N Input/OutPut integer scalar denoting the
number of elements in the argument
matrix.

MATRIX InPut/Output logical two dimensional
matrix of dimensions "SYS" X "SYS".
This is the matrix to be operated on.

INDEX InPut/Output integer vector of length
"SYS". This is the index set of
"MATRIX".

DELETE Input integer scalar denoting tht ib
script of the row and column of the
element to be eliminated.

SYS Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS None

REOUIRED ISMS ROUTINTS None

REOUIRED FoRTRAN ROUTINES None

ALOORITHM EMPLOYED The algorithm emploYed 1 c described
be I ow:

121190rithm ELIM (Eliminate an element from a matrix). Given an argu
ment matri, M, its associated'index set vector, R, the number of
,?lements in M, n, and the row and column to e,liminate, d, remove row
4nd 1:o1 umn d on M and shift the matrix UP and to the left to get rid

blanl row and column.

154 4 9
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ELIM1, [Initialize.] nminus <-- n 1.

4

ELIM2. [Check to see if row and column to be deleted is last logical
position on M.] If d .EQ. n, then go to step ELIM14.

ELIM3. [Initialize rowl.] rowl <-- d.

ELIM4. [Initialize col.] row2 <-- rowl + 1, col <-- 1.

ELIM5. [Move all columns below "d" over hv 1.] mErowl,col]
m[row2,col].

ELIM6. [LOOP on col.] col <-- col + 1. If col .LE. n, then go to
step ELIM5.

ELIM7. [Initialize row.] rAlw <-- 1.

ELIM8. [Move all rows below "d" UP by 1.] mErow,rowl3 <--
m[row,row2].

ELIM9. [Loop on row.] row <-- row + 1. If row .LE. n, then 90 tO
st,F. ELIM8.

ELIM10. [LooP on row.] rowl <-- rowl + 1, then 90 to step ELIM4.

ELIM11. [Initialize rowl..] rowl <-- d.

ELIM12. [F14 UP index set.] row2 <-- rowl + 1, r[rowl] <-- r[row2].

ELIM13. [Loop on rowl.] rowl <-- rowl+ 1. If rowl .LE. nminus, then
so to steP ELIM12.

ELIM14. [Set n to reflect deleted element.] n <-- n 1.
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ADDEL

ISMS SUBROUTINE/FUNCTIOWNAME ADDEL

FUNCTION, Adds elements to al reachabilitY matrix.

USAGE CALL ADDEL(N,MATRIXIINDEX,TTYIN,TTYOUT,
SYS)

PARAMETERS N Input/Output integer scalar indicating
number of elements currentlY on
"MATRIX".

MATRIX Input/OutPut logical two dimensional
matrix of dimensions "SYS" X "SYS".
This is the binary reachabilitY matrix
that elements will be added to.

INDEX - Input/Output integer vector of length
"SYS" containing the index set of
"MATRIX".

TTYIN - Input integer scalar used as unit number
in FORTRAN READ statements directed to
interactive terminal.

TTYOUT Input integer scalar used as unit number
in FORTRAN WRITE statoments directed
to interactive terminal.

SYS Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCVS - None

REOUIRED ISMS ROUTINES - GETNUM,FINDIT.

REOUIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED - The algorithm emPloyed is described
below:

Al9orlthm ADDEL (Adds elements to a reachability matrix). Given the
number of elements currently in a reachabilitY matrix, n, the
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reachability matrix, R, and its associated index set vector, T,
accent and add element numbers from interactive terminal.

ADDELA.

ADDEL2.

CMake sur,e memory limits are not exceeded.] If,n .UE. SYS,
then write error,message and then algorithm is complete.

(Accept element number to be added.] APPlY Algorithm GETNUM
to set n1. If n1 = 0, then algorithm is complete.

ADDEL3. (Make sure that 0 does .not already exist in index set.] App-
ly Algorithm FINDIT If n1 already exists, then write out
error message and then.go to step ADDEL2.

ADDEL4. ['Add element.] n <-- n + 1, tin] <-- nl, = 0, rEn,j] =
0, j=1,2,...,n. Set rCn,r0 = 1 and then 90 to steP ADDEL1.
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EDDL

ISMS SUBROUTINE/FUNCTION NAME - POOL

FUNCTION - Combines two elements on the same level
or stage that are not connected.

USAGE - CALL POOL(N,REA,INDEX,TTYIN,TTYOUT,SYS)

PARAMETERS N - Input/Output integer scalar equal to the
number of elements in "REA".

REA - InPut/Output logical two dimensional
matrix .of dimensions "SYS" X "SYS".

INDEX InPUt/Output integer vector of length
"SYS" that contains the index set of

TTYIN - Input integer scalar used as unit number
in FORTRAN READ statements directed, to
interactive terminal.

TTYOUT Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

SYS - Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS - None

REQUIRED ISMS ROUTINES GETNUM,FINDIT,HIERCH,COMBIN,TRNCLS

REQUIRED FORTRAN ROUTINP6 - None

ALGORITHM EMPLOYED - The algorithm employed is described
below:

Algorithm POOL (Combines two elements on the same level or stage).
Olven a reachability matrix, R, its associated index set vector, T,
and the numbe of elements in R, n, ask the 'user for two elements
and perform the Pooling Process.
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POOLl. [Accept two elements from interactive terminal.] APPlY
Algorithm OETNUM.

POOL.2 [Check if numbers are zero.] If u = 0 or v = 0, then algorithm
is complete.

P00L3. [Check if numbers are in index set.] APPlY Algorithm FINDIT.
If u and/or v are/is not found, then write apProPriate.error'
message and then 90 tO steP POOL1.

POOL4. [Initialize.] stages <-- 0.

POOLS., [Calculate the number of elements on each level of "REA".]
Apply Algorithm HIERCH to fill UP local vector L and H.

F001.6. [Initialize.] fl <-- 0, f2 <-- 0, start <-- 1, i <-- 1.

POOL7. [Initialize.] end <-- start +l[i] 1, j <-- start.

POOLS. [Determine if u and v are on same levO o, stage.] If h[j] =
u, then fl <-- 1, If h[j] = v, then f2 <-- 1.

POOL9. [LooP on j.] j <-- J 1. If j .LE. end, then 90 to step
POOLS.

POOL10. [Check if u and v are on same level or stage.] If fl = 1 and
-2 = 1, then 90 tO steP POOL19.

POOL11. [Check if either u or v was found on this level or stage.] If
fl = 1 or f2 = 1, then 90 tO step POOL13.

POOL12. [Check next level.] start <-- end + 1, i <-- i + 1. If i

.LE. number of levels or stages then 90 to steP POOL7.

PnOL13. [Not on same level, see if on same stages.] If stages =
tL3,r, so to steP POOL18.

POOL14. [Transpose R to obtain number of elements on each stage.] Set
local matrix Z, z[i,j] <7 r[j,i], i=1,2,..1 ,n, j=1,2,

POOL15. [Copy transposed matrix into R.] r[i,j] <-- z[i,j], i=1,2,...
,n, J=1,2 , n.

POOL16. [1:a1cu1ate number of elements on each- stage of "REA".] APPlY
Algorithm HIERCH to fillsup local vectors L and H.



POOL17. [Transpose agai,1 in order to get back original matrix.] r[i,
ii z[i,i], j=1,2,...,n. Set stages, stages
<--.0, then 90 tO step POOL6.

POOL19. [Pooling error message, not on same, level or stage.] Write
appropriate error message to interactive terminal and then 90
to step POOLl.

POOLVP. [Determine row and column subscripts for u and v on "REA".]
APPlY Algorithm FINDIT to set variables iu and iv.

P00L20, [Accept index set name for rooled elements from interactie
terminal.] APPlY Algorithm GETNUM to get newnam.

PO0L21. [Check to see if newnam is zero.] If newnam = 0, then
algorithm is complete.

POOL22. [Check to see if newnam is already in index set.] APPly
Algorithm FINDIT. If newnam is already in index set, then
write appropriate error message on interactive terminal and
the:, 90 tO step PO0L20.

POOL23.

POOL24.

[Combine elements u and v and use newnam as index in index
set.] Apply Algorithm COMBIN.

[Calculate reachability of new element.] Apply Algorithm
TRNCLS and then 90 tO step POOLl.



EREDGE

ISMS SUBROUTINE/FUNCTION NAME - EREDGE

FUNCTION -,Erases an edge frowthe minimum edge
digraph.

USAGE - CALL EREDGE(N,REA,INDEX,TTYIN,TTYOUT,
SYS)

PARAMETERS N Input integer scalar indicating the
number of elements currently in "REA".

REA Input/OutPut logical two dimensional
matrix of dimensions "SYS' X "SYS".

-.This is the binary reachability matrix
containing the minimum edge digraph.

INDEX InPut integer vector of length "SYS"
containing the index set for "REA".

ITYIN - Input integer scalar used as unit number
in FORTRAN READ statements dire(ted to
interactive terminal.

TTYOUT Input integer scalar used as unit number
in FORTRAN WRITE statements directed
'to interactive terminal.

SYS Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON EiLOCKS - None

REOUIRED ISMS ROUTINES - OPNUM,FINDILHIERCH,STAN,SWITCH,CONDE,
ELIM,SKLTN,TRNCLS,I0

REOUIRED-FORTRAN ROUTINES None

ALOORITHM EMPLOYED - The algorithm emPloyed is described
below:

Al9orithm EREDOE (Erase an edge on the minimum' edge digraph). Given
the number of elements currently in a reachability matrix, n, the



reachabilitY matrix containing the minimum edge digraph, R, and its
associated index set vector, T, accept edges to be eliminated from
interactive user.

EREDOE1. [Accept edge to be eliminated.] APPlY Algorithm GETNUM to
set n1 and n2.

EREDOE2. [See if termination is reguested.] If n1 = 0 or n2 = 0, then
algorithm is complete.

EREDOE3. [Check to see if n1 and n2 are in system index set.] APPlY
Algorithm FINDIT. If n1 and/or n2 are/is not in system index
set, then issue appropriate error message, and then go to step
EREDOE1.

EREDOE4. [Check to see if n1 and n2 are members of a cycle.] If rEii,
jj] = 1 and r[jj,ii] = 1, issue error message and then 90 to
step EREDGE1.

EREDOE5. [Calculate non/redundant adjacency matrix for R.] ApPl:y.
Algorithms HIERCH, STAN, CONDE, SKLTN.

EREDOE6. [Check to see if n1 and n2 are on minimum edge digraph.]
APPLY Algorithm FINDIT. If n1 and/or n2 are/is not on mini
mum edge digraph, then issue appropriate error message and
then 90 tO step EREDOEt.

EREDOE7. [Check to see if edge from ni to n2 exists on minimum edge
digraph.] If rEii,jj] = 0, then issue error message and then
go to step EREDGE1.

EREDOES. [Obtain index positions of n1 and n2 on R.] APPlY Algorithm
FINDIT.

EREDOU). [Initialize.] 1 <-- 1.

EREDGE1. [Check to see if 1 is not a member of the antecedent set of
n1.] If r[1,ii] = 0, then 90 to step EREDOE14.

EREDOE11. [Initialize.] k <-- 1.

EREDOE12. [Check to see if k is not a member of the reachability set
of n2.] If r[ji,k] = 0, then 90 to step EREDOE13, else set
r[1,k] <-- 0

EREDOE13. [Loop on k.] k k + 1. If k .L5. n, then 90 tO step
EREDOE12.
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ERED0E14. (Loop on 1.] 1 <-- 1 4. 1. If 1 .LE. n, then 90 tO Step
EREDGE10.

ERED6E15. CCalculate reachabilitY.] APPlY Algorithm TRNCLS.

EREDGE16. (Update permanent file.] APPlY Algorithm IO and then 90 tO
SteP EREDGE1.



ADEDOE

ISMS SUBROUTINE/FUNCTION NAME ADEDGE

FUNC1ION Adds edges on the minimum ed9e digraph.

.USAGE CALL ADEDGE(N,REA,INDEXTTYIN,TTYOUT,
SYS)

PARAMETERS InPut/Output intocir !calar indicating
the umber of elements currently on
"REA".

REA InPut/OutPut logical two dimensional/
matrix of dimensions "SYS" X "SYS".
This is the reachabilitY matrix con
taining th o! minimum edge digraph.

INDEX InPut integer vector of length "SYS"
containing the index set of "REA".

TTYIN Input integer scalar used as unit number
in FORTRAN READ statements directed to
interactive terminal.

TTYOUT Input integer scalar used as unit number
in FORTRAN WRITE statements, directed
to interactive ter.minal.

SYS Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS None

REOUIRED ISMS ROUTINU, GETNUM,FINDIT,TRNCLS

REIWIRED FuRTRAN ROUTINES None

ALGORITHM EMPLCYED The algorithm emPloYed is described
below:

A19orithm ADEDGE (Add an ed9e on the minimum edge digraph) . Given the
numb.,.r of elements currentlY in a reachability matrix, n, the
Teachability matrix containing the,minimum edge digraoh, R, and its

59



associated index set, T, ask the interactive user for edges (rela
tionships) to be added on the minimum edge digraph%

ADEDGE1.

ADEDGE2.

ADEDGE3.,

ADEDGE4.

ADEDGE5.

60

[Accept two element numbers from interactive terminal.] APP-
ly Algorithm OETNUM to obtain n1 and n2.

[Check for termination directive.] If n1 = 0 or n2 = 0, then
so to steP ADEDGE5.

(Check to see if n1 and n2 are members of index set.] APPlY
Alsorithm FINDIT. If n1 and/ore n2 4ce/is not in index set,
wrjte error message on interactive fermina3-471d then go 'to
step ADEDGE1.

[Fut edse in.] rEti,jj] <-- 1, then so to steP ADEDGE1.

CTransitivelY close matrix.] APPlY Algorithm TRNCLS and then
algorithm is complete.



EBEISE

ISMS SUBROUTINE/FUNCTION NAME - ERASE

FUNCTION - Erases elements from a binary-matrix.

USAGE

PAVAMETERS

CALL ERASE(N7MATRIX,INDEX,TTYIN,TTYOUT,
SYS)

Input/Output integer scalar indicating
the number of elements curr,ntlY in
"MATRIX".

MATRIX - Input/Out-out logical two dimensional
matrix of dimensions "SYS" X "SYS".
This is the argumet binary matrix.

IDEX - Input/Output integer vector of legth
"SYS" containing the index set of
"MATRIX".

TTY1N - Input integer scilar used as unit number
in FORTRAN READ statements directed to
interactive terminal,

TTYOUT - Input integer scalar used as unit number
in FORTRAN WRITE statements directed
to interactive terminal.

SYS - Input integer scalar used in FORTRAN
DIMENSION statements.

COMMON BLOCKS - None

REQUIRED ISMS ROUTINES - ELIM,GETNUM,FINDIT

REQUIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED The algorithm employed is described
below:

Algorithm ERASE (Erase elements from a binary matrix). Given the
number of elements currentlY in a binary matrix, n, the binary

4IP
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matrix, R, and its associated index set vvcfor, T, accept and erase
elements numbers from interactive terminal and erase them.

ERASE1. (Check to make sure n is not .LE. 0.] If n .LE. 0, then
write out error message on interactive terminal and algorithm
is complete.

ERASE2. [Accept an e7ement number from interactive terminal.] APP1Y'
Algorithm GETNUM to obtain nl. If n1 = 0, then algorithm is
complete.

ERASE3. (Check to see if n1 is a member of index set.] APPlY
Algorithm FINDIT. If n1 is not a member, issue appropriate
error message and then so to step ERASE2.

ERASE4. (Erase element from matrix.] APPlY Algorithm ELIM and then 90
tO step ERASE2.

1.
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IENCLS

ISMS SUBROUTINE/FUNCTION NAME TRNCLS

FUNCTION Transitively closes a binary:matrix to
Yield a reachabilitY matri.

USAGE CALL TRNCLS(N,MATRIX,SYS)

PARAMETERS N Input integer scalar indicating number
of elements in "MATRIX".

MATRIX .7.,InPut/OutPut logical two dimensional
4N1144.4,1ix of dimensions "SYS" X "SYS".
this is the argument binary matrix.

SYS Input integer scalar use'd in FORTRAN
DIMENSION statements.

,COMMON BLOCKS None

REWIRED ISMS ROUTINE& None

REWIRED FORtRAN ROUTINES None

ALGORITHM EMPLOYED The algorithm emPloYed is described
below:

Algorithm TRNCLS (Transitive closure). Given the number of elements
currentl,- in a matrix, n, and the binary'matrix, M, calculate and
rearranee M into a reachability matrix.

TRNCL51. [Initialize.] i <-- 1.

TRNCLS2. [Initialize element #1 search.] nones <-- 0, last <-- C.

TRNCLS3. [Initialize.] k <-- 1.

A

.TRNCLS4'. [Find all ones in reachability set of element 4,01./ If m[i,k]
= 0, then 90 to step TRNCLS6.

TRNCL55. LFound a one, keep track of it./ nones <-- nones 1, fill
local vector C, c[nones] <-- k.
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TRNCLS6. [Loop on k.] k )-- k + 1. If k .LE. n, then so to step
TRNCL4.

TRNCLS7. [Check to see if any new ones were added from last time
through.] If nones = last, then so to steP TRNCLS14.

TRNCLS8. r.No, comPute new elements in reachability set of element #1
by transitivity.] last <-- nones, 1 <-- 1.

TRNCL39. [Initialize.] k <-- c[1], j <-- 1.

TRNCLS10.

TRNCLS11.

[Fill UP matrix.] If mEi,k] = 1 and m(k,j) = 1, then set
m[i,j] <-- 1.

[Loop on j.] j <-- J + 1. If j .LE. n, then 90 to steP
TRNCLS10.

TRNCLS12. [LooP on 1.] 1 <-- 1 + 1. If 1 a.E. nones, then so to
step TRNCLS9.

.TRNCLS13. [Continue processing.] nones <-- 0, then go to steP
TRNCLS3. 4

TRNCL914. [Loop on i.] i <-- i + 1. If i .LE. n, then 90 to steP
TRNCL32, else algorithm is complete.
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ISMS SUBROUTINE/FUNCTION NAME PACK

FUNCTION Packs as many display characters as
Possible into one machine word.

USAGE CALL PACK(NWORDS,NCHAR,CARD)

PARAMETERS,

EACE

NWORDS InPut integer scalar equal to the n ber
of machine words reRuired to hold 0 .

characters Plus 10.additional words.
NCHAR Input integer scalar equal to the number

of characters able to be stored in one
machine word.

CARD Input inteser vector of length 60 con
taining the text to be packed, stored
one character Per word.

COMMON BLOCKS Blank common is utilized.

COMMON PARAMETERS See the description for subroutine
MAKEIT.

REQUIRED ISMS ROUTINES None

REQUIRED FORTRAN ROUTINES None
\

ALGuRITHM EMPLOYED The algorithm employed is described
below:

Algorithm PK (Packing Algorithm). Given a maximum o'f 60 characters
stored in one word, pack as many characters as Possible into one
word and store the packed string startins on the first available
word boundary.

[Initialize.] POS P05 + I, 1 <-- 1

P:ompute numbf.r of characters to process.] If card(61 i) is

not a blank, then go to step PK4.

ILoor on 1.] 1 <-- 1 + 1.
1 =

00

.< o1T.th4.n 90 to step PK2, else
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PK4. (Calculate actual lensth.] len <-- 61 i

PK5. (Encode tfixt PACK).3 lenoth(pos) <-- (len 1)/nchar + 1,
end <-- start + lensth(pos). Store reformatted text into
"packed", packed(i), i=start,end. start <-- start + lensth(pos)
.and alsorithm is complete.
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WEIIE

ISMS SUBROUTINE/FUNCTION NAME WRITE

FUNCTION Writes a record onto the direct access
query file.

USAGE CALL WRITECLOOPOSINWORDS)

PARAMETERS LOOPOS Input integer scalar denoting the logic
al position of the record in the file.

NWORDS InPut integer scalar equal to'the number
of machine words required to hold 600
characters plus 1? additional. words.

COMMON BLOCKS Blank common is utilized:

COMMON PARAMETERS See the description for subroutine
MAKEIT.

'REQUIRED ISMS ROUTINES None

REQUIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED The algorithm emPloyed is described
below:

Als,orithm WR (Write Algorithm). Given a record of size "nwords",
write the record onto the querY file in the proper Position.

WF1. [Determine if an element text is to be written.] If logpos < 5,
then 90 to steP WR3.

WR2. [An element text is to be written.] n <-- n + 1

WR3. [Write record.] Write record onto file in position "logpos".

WR4. [Reset record associated variables.] start <-- 1, POS <-- 0,
len9th(1) <-- 0, i=1,2,...,10 and algorithm is complete.
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MOLEII

ISMS SUBROUTINE/FUNCTION NAME MAKEIT

FUNCTION - Converts a sequential access file con-
taining queries for an ISM session
into a direct access file for random
retrieval.

USAGE - CALL 'MAKEIT

PARAMETERS - None

COMMON.BLOCKS - Blank common is utilized.

'COMMON PARAMETERS TTYIN Integer scalar used as unit number in
FORTRAN READ statements directed to
interactive terminal.

TTYOUT Integer scalar used as unit number in
FORTRAN WRITE statements directed to
interactive terminal.

-.Integer scalar equal to the number of
element text records processed.

TOTAL - Integer scalar equal to the number of
machine words required for the current
element text record.

POS Integer scalar which denotes the line
number (1 thru 10) of the current ele-
ment text record being processed.

START - Integer scalar which is equal to the
first avairable subscript of "PACKED"
for Packing in the current element
text record.

LENGTH - Integer vector of length 10 words.
LENGTH(I) = number of machine words
required to store line#I of the element
text record currently being Processed.

PACKED Integer vector of lergth 200 words con-
taining the text of the element text
record with each line stored on a word
boundary.

RE0UIRED ISMS ROUTINES - DOIT,SHOW,PACK,WRITE,GETNUM



REOUIRED FORTRAN ROUTINES ENCODE (if available)

ALGORITHM EMPLOYED The algorithm emPloyed is decribed
below:

Algorithm MK (Makeit). Given a l'ine oriented sequential text file
with textual and control information, reformat and write the infor
mation to a direct access file.

MK1. (Initialize.] nchar number of bit!: Per Word/number of bits
required to represent one character, nwords <-- (60/nchar)*10

MK2. [Construct file.] APPlY Algorithm DOIT.

MK3. [Write number of records on first record.] isite, variable n.

MK4. (Ask user if he wants to show elements.] Write message and read
response. If user does not want to see his elements then 90 to
step MK6.

MK5. [Show elements.] APPlY Algorithm SHOW.

MK6. [Terminate.] Algorithm is complet.



DOLI

ISMS SUBROUTINE/FUNCTION NAME DOIT
t,

FUNCTION Creates the random text file.

USA6E CALL DOIT(NCHAR,NWORDS,CARD)

PARAMETERS NCHAR Input integer scalar equal to the number
of characters able to be stor'ed in one
machine word.

.1/NWORDS Input integer scalar equal to the number
of machine words required to hold 600
characters plus 10 additional words.

CARD Input integer vector of length 60 words.

COMMON BLOCKS Blank common is utilized.

COMMON PARAMETERS See the description for subroutine
MAKEIT.

REQUIRED ISMS ROUTINES None

REQUIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED The algorithm employed is described
below:
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Algorithm DO (Doit Algorithm). Given a sequential text file with text
and control cards, read each record and form a random access text
file for full text queries.

DOI. [Initialize.) start <-- 1, flag <-- 0, n <-- 0, .length(i) <-- 0,
...,10.

D02. [Read a rer_ord from text file.] Read in sixtY characters into
"card" with each character on a word boundary. On end of file,
algorithm is complete.

D03. [Check for control card.] If CARD(1) = "/" then 90 to step 005.

Dn4. [Pack text.] The record read was a text *record so aPply
Algorithm PK and then gn to step 002.



D05. [Check to see if current record shoud be written.] If flag = 0
then 90 tO step D07.

D06. [Write current record to random text file.] APPlY Algorithm
WRITE.

D07. [Parse control card.] logPos <-- 0. If CARD(2) not equal to an
"R" then 90 tO step D010.

DOS. [Determine logical Position for next record.). If CARD(3) =
then logpos <-- i + 1, i=1,2,3.

D09. [Check for error on control card.] If lospos < 2' then go to
step D013, else,flag = 1 and go to steP D02.

D010. [Continue rarsins control card.] If CARD(2) is not\equal to an
"E", then 90 to step D012. N

D011. [Continue Parsing control card.] If CARD(3) = "L", then logpos
<-- n + 5. If logpos is less than 2, then 90 tO step E1013, else
set Has = 1 and go to steP D02.

D012. [Check for end of file.] If CARD(2) = "/", then alsorithm is
complete.

E1013. [Write error on interactive terminal.] Write "control card
error" and then'alsorithm is complete.

.17
clE

.4
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SEIOW

ISMS SUBROUTINE/FUNCTION NAME SHOW

FUNCTION DisPlays all or user specified Pairs of-
elements as they might appear during
an ISM session.

USAGE CALL SHOW

COMMON BLOCKS SHOWB Named integer common block of length
5*"NWORDS."

blank common is,also utilized. ,See the
description for subroutine MAEIT.

COMMON PARAMETERS See the description for subroutine BORD
ER for the list of paramfterS.

SHOWB has been made a common block to
guarantee the contingincY of/storage.

REQUIRED ISMS ROUTINES None

REQUIRED FORTRAN ROUTINES None

ALGORITHM EMPLOYED The algorithm employed is described
below:

Algorithm SH (Show Algorithm). Given a direct access query file, dis
play user specified Sets of queries.

'71H1. tInitialize.7 alls <-- 0, ell <-- 0, e12 <-- 0

SH2. [Read in relational clauses 1,2, and 3.] Read RI, R2, R3.

SH3. [See if user wants to display all elements.] Ask user, if Yes,
then 90 to step 3H13.

5H4. [Ask user which two elements to present.] Ask user, if one or
two zeros are typed, then algórithm is comPlete. Otherwise, make
sure that elements text exist. If not, then issue an error mes
sage and then so to step SH4.

(:.H5. [Read in elements text.] il <-- ell + 4 12 <-- e12 + 4, read in
records il and i2.
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5H61 [Initialize for typing out.] offset <-- 0, i <-- 1

SH7. [Initialize for ten phrases.] j <-- 1, ii <-- 0, i2 <-- 0

SHS: [Check length indicator.] If SHOWB(j + offset) = 0, then go to
steP

SH9, [Print out this Phrase.] length <-- SHOWBW + OFFSET), Ii <-- 12
+ 1, 12 <-- Ii + LENGTH + 1, WRITE OUT SHOWB(c + offset + 10),

SH10. [Loop or j.] j <-- j + 1. If j < 11, then 90 to step SHS.

SH11. [Loon on i.] offset <-- offset + nwords, i <-- i + 1. If i

6, then 90 to 'step SH7.

SH12. [Check for desired printing of all element pairs.] If alls = 0,
the.n so to step 3144.

SH13. [Come here when printing all element pairs.] ell <-- e12 + 1,
e12 <-- e12 + 1. If ell > n, then algorithm is complete, if e12
> n, then set e12 <-- 1, alls = 1, then go to step 9H5.

7:3



nn

ISMS SUBROUTINE/FUNCTION NAME - ADD

FUNCTION

USA6E

PARAMETERS

COMMON BLOCKS

COMMON PARAMETERS

- Adds ele 'its to the weighted matrix.

CALL ADD(N,MAT,INDEX)

- Input/OutPut integer scalar indicating
the current number of elements in the
weightPd matrix.

MAT Input/OutPut integer two dimensional
matrix of dimensions 50 X 50. This is
the weighted matrix.

INDEX. - Input/Output integer vector of length 50
words containing the index set for
"MAT".

INFO Named integer common block 3 words long.

REQUIRED ISMS ROUTINES'

REQUIRED FORTRAN ROUTINES

ALGORITHM EMPLOYED

74

See the description for subroutine
PRNTMT.

FINDIT,OETNUM,QUEST

None

The algorithm employed is described
below:

Algorithm ADD (Add an element to a weighted matrix). Given the niimber
of elements cu..rently in a weighted matrix, n, the weighted matrix,
W, and its a3sociateJ index set, T, add an element to the weighted
matrix.

ADM. CPv4 user for new element to be added.] Prompt user and then
appir algorithm GETNUM.

ADD2. [Make sure that number is less than or equal to 9999 for for-
tran formattin9.] If nuber read in is > 9999, issue error mes-
sage and then go to step ADM.

CChecfr for a zero input.] If number tYPed was a zero, then
algorithm is complete.



ADD4. [Check for duplicate elment.] Apply Algorithm FINDIT. If ele
ment is already in index set7 the issue error message and then
90 to steP ADD1.

ADM:. [Put new element into matrix.] n <-- n + 17 tEn] <-- new
number,

ADD6. [See if user wants to fill UP relationships for new element.]
Prompt user. If user types an "N", then 90 tO step ADD1.

AD07. , [Initialize column fill.] i <-- 1

ADDS.- [Present question.] APPlY Algorithm QUEST(t[t],tEn]).

ADD9. [Get weight value.] APPlY Algorithm GETNUM.

ADD10. [Make kure weight value is less than 10.] If weisiht -value is
greater then 97 issue erro... message and then go to step ADDS.

ADD11. [Set matrii] wEi7n) <-- Weight value'

ADD12. [Loop on i.] j <-- i + 1. If i is less than or equal to n
17 thex4,go to step ADDS.

ADD13. [Initialize row fill.] i <-- 1

ADD14. [Present question.] Apply Algorithm QUEST(t[n]7t[i])

AD015. [Get weight value.] APPlY Algorithm GETNUM.

AD1D16. [Make sure weight value is less than 10.] If weight va e is
greater than 97 issue error mess-age and then go to step A 1D141

PDD17. [Set matrix.] w[n7i] <-- weight value

A

ADD1C74. [LOOP on 1.] i <-- i + 1. If i is less than or e to n
17 then 90 tO SteP ADD147 else go to step ADD1.
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'ISMS SUBROUTINE/FUNCTION NAME - PRNTMT

FUNCTION - Prints out all weighted relationships
included in a weighted matrix that are
greater than or eq al to an input
weight value.

USAGE - CALL PRNTMT(N,MAT,INDEX,THRESH,SELPNT)

PARAMETERS

COMMOM BLOCKS,

COMMON PARArtTERS

7 6.

Input integer scalar equal.to the number
of elements on "MAT".

MAT Input integer two dimensional matrix of
dimensions 50 X 50; This is the
Loi,ighted matrix.

INDEX - Input integer vector of length'50 con-
taining thvf index set for "MAT".

THRESH Input integer scalar used as cut-9ff
threshold. All relatiorahips greater
than or equal to "THRESH" will be
printed if "SELPNT" = .TRUE..

SELPNT Input logicat variable used to determine
if only relationships greater than or
equal to "THRESH" should be printed
(SELPNT = ITRUE.) or all relation-
ships (SELPNT = .FALT.)

INFO Named integer common block 3 words long.

QTYPE - Input logical variable indicating the
tYPe of query to be presented.

QTYPE = .FALSE. causes full text
queries to be printed.
QTYPE =..TRUE. causes symbolic queries
to be printed.

TTYIN Input integer scalar used as unit number
/ in FORTRAN READ statements directed to

interactive terminal.
TTYOUT Input integer scalar u4d as unit number

in in FORA.RAN WRITE statementr,
directed to interactive terminal.



RE014,1RED ISM.; ROUTINU, None

REOSIRVD FORTRAN ROUTINES None

ALGORITHM EMPLOYED

I

The algorithm emPloYed is described
below:

Algorithm PT (Print weighted matrix). Given the number of elements in
a weighted matrix, n, the weighted matrix, W, and its associated
index set vector, M, Print out all or just relationship greater
than or equal to a threshold, t.

PT1. [Initialize.] If selpnt = 1, then Print special t'tle. Set i, i

<-- 1.

PT2. [Begin row search.] Set ctr <-- 0, <-- 1.

PT3. .[Check for Priiiting greater than or ,equal to threshold.] If
sselPnt = 0, then 90 tO step PT5.

PT4. CCherk for relationships greatdr than or equal to the threshold.
] if w[1,J] < t., then 90 tO SteP PT7.

PT'5. [Don t print diagonal.] If i = j, then 90 tO step PT7.

PT6. [Store values in local array f4r printing.] ctr <-- ctr 1,

1 ist[ctr,1] <-- m[j], 1 ist[ctr,2] <-- w[i,j].

PT7. [Loop on .] <-- j + 1. If j <= n, then so to step PT3.

PT8. for ctr=0.] If ctr = 0, then write out mCi] and then 90
to step PT10.

Pr7/. CW#ite out row relationships.] Write out mC,i], li5t[k11]7
1 istCk,2], k=1,2,...,ctr.

PT1c). [Loop on 1.] 1 i + 1. If i <= n, then so to step PT2, else
alsorithm is complete.

1
1.1
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CHANGE

ISMS SUBROUTINE/FUNCTION NAME CHANGE

FUNCTION

USAGE

PARAMETERS

COMMON BLOCKS

COMMON PARAMETERS

REOUMED ISMS ROUTINES

Changes weights in the weighted matrix
user nteraction.

CALL CHANGE(N,MAT,LNDEX)

Input integer scalar indicating the cur
rent number of elements in "MAT".

MAT Input/Output integer two dimensional
matrix of dimensions 50 X 50 contain
ing the weighted matrix.

INDEX Input integer vector of lengthx5b words
containing the index set for `91AT".

INFO Named integer common block of length 3
words.

REWIRED FORTRAN ROUTINES

'ALGORITHM EMPLOYED

7:3

See the description for subroutine
PRNTMT.

FINDIT,UETNUM

None

7 The algorithm employed is described
below:

Algorithm.CH (Change Algorithm). Given the number of elements cur
rentlf in a weighted matrix, n, the weighted matrix, W, and its
associated index set, T, allow changes in the matri>: via user
interaction.

CH1. [Prompt user.] Write message to interactive terminal.

IH2. [Read r.hange.] ApplY Algorithm GETNUM. Read the element numbers
and weight change (3 numbers).

C47:. [Check for termination.] If any of the element numbers are zero,
algorithm is complete.



1rH4. [I:tied to see if element numbers are valid.] ApplY Algorithm
FINDIT. If one or both numbers are invalid, write an error mes
sage and th,en go to step CHI.

CH5. CMake sure weight tyPed is 9 or less.] If weight value is great
er than 9, write err'or message and then so to step CHi.

CH6. [Change weight.] wCx,Y] <-- weight, where x and Y are outputs of
algorithm FINDIT. Go to steP CHI.
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EILL

ISMS SUBROUTINE/FUNCTION NAME FILL

FUNCTION

USAGE

rARAMETERS

COMMON BLOCKS

COMMON PARAMETERS

REWIRED ISMS ROUTINES

MAT

HelPs the user fill the weighted matrix
by presenting the remuired mueries.

CALL FILL(N,MAT,INDEX,P1,R2)

Input integer scalar indicating the cur-
rent number of elements in "MAT".

- Input/Output integer two dimensional
matrix of dimensions 50 X 50p. This
is the weighted matrix.

INDEX - Input integer vector of length 50 words
containg the index set for "MAT".

R1 InPut/Output integer scalar used as the
row restart indice.

R2 Input/Output integer scalar used as the
column restart.indi,.e.

INFO

REOUIRED FORTRAN ROUTINE:3

ALGORITHM EMPLOYED

Named integer common block of length 3
words.

See the des&iPtion for subroutine
PRNTMT.

- QUEST,GETNUM

None

The algorithm employed is desribed
below:

,Algorithm FL (Fill Algorithm). Given the number of elements currentlY
in a weighted matrix, n, the weighted matrix, W, its associated
inde,. set, T, and two restart Parameters ri and r2, allow the fil-
ling of all positions (with the exception to the diagonal) on the
wel9hted matrix.

80

FL1. CCheck to see if this is a restart.) If rl or r2 is greater than
zero, so to step FL12.



FL2. [Initialize.] row <-- 1, col <-- 1, rl <-- 0, r2 <-- 0

FL3. [Initialize row loop.] i <-- row

FL4. [Initialize column loop.] j <-- col

FL5. [Don't process diasonal..] If i = j, then so to Step FL10.

FL6. [Present query.] APPlY Algorithm QUEST(t(i],t[j]).

FL7. [Obtain weight.] APPlY Algorithm GETNUM.

FL:3. [Che:k for valid weisht input.] If weight is equal to 10, then
90 tc steP FL19. If weight it greater than 9, then issue error
message and 90 tO SteP FL6.

FL9. [Set matrix.] w[i,j] <-- weight value

FL10. [LooP.on j.]-j <?s j + 1. If j is greater than or equal to n,
then 90 to steP FL5.

FL11. [Loop on 1.] i <-7 i + 1. If i is less than or equal to n,
then 90 tO step FL4, else algorithm is complete.

FL12. [Restart questioning.] i <-- rl, j <-- r2

FL13. [Present query.] APP1Y Algorithm QUEST(t[i],tEj]).

FL14. [Obtain weight.] Apply Algorithm GETNUM.

FL15. [Check for valid weight input.] If weight is equal to 10, then
90 to step FL19. If weight is greater than 9, then issue error
message and 90 tO step FL13.

FL16. [Set matrix.] w[i,j] <-- weight value

FL17. [Loop on j.J j <-- j + 1. If j is less than or equal to n,
then 90 to step FL13.

FL13. [Reset restart Parameters.] row <-- 1, col <-- rl + 1, rl <--
0, r2 <-- 0, then so to step FL3.

FL19. [G,a.nerate restart parameters.] rl <-- r2 <-- j, then
alsorithm is complete.



RESULV

ISMS SUBROUTINE/FUNCTION NAME RESOLY

FUNCTION - Resolves the threshold of a weighted
matrix.

USAGE - CALL RESOLV(N,MAT,INDP,THRESH)

PARAMETERS N - Input integer scalar indicating the cur-
rent number of elements in "MAT".

MAT InPut integer two dimensional matrix of
dimension's 50 X 50. This is the

- weighted matrix.
INDEX Input iAteser vector of length 50 words

containing the index set for "MAT".
THRESH - InPut integer scalar equal to the maxi-

mum threshold to be used (usually equ-
al to 9).

COMMON BLOCk.;

COMMON PARAMETER'"?

REQUIRED ISMS ROUTINES

INFO - Named integer common block of lensth 3
words.

- See the description for subroutine
PRNTMT.

TRNCLS,PRNTMT,GEOD,NOTR

REQUIRED FORTRAN ROUTINES - None

ALGORI1HM EMPLOYED - The algorithm emPloYed is described
below:

Algorithm RS (Resolve Algorithm). Given the number of'elements cur-;
rently in a weighted matrix, n, the weighted Matrix, W, its asso-
ciated indey set, T, and the maximum threshold, r, resolve the maxi-
mum-threshold of the matrix.

RS1. [Initialize.] z <-- r

R52. [Initialize.] i <-- 1

RS3. [Begin (:onstructing hinary adjacency matrix.] J K-- 1



RS4. [Don.t Process main diagonal.] Set aCi,j] <-- U. If i = j, then
so to step RS6.

RS5. [Check threshold.] If wEi,j] is less than z, then go to step
RS7. OM.

RS6. [Set binary matrix Position.] aCi,j] <-- 1

R57. [Loon on j.] j K-- j + 1. If i is less than or equal to n, then
go to steP RS4.

RS8. [Loop on 1.] 1 K-- i + 1. If i is less than or equal to n, then
90 to steP.RS3.

RS9. [Transitively close matrix.] APPlY Al9Orlthm TRNCLS to get.
reachability matrix b. .

R$10. [Is binary matrix all ones 2] If = 0, then so to step
RSI47 j=172,dostn7 i=112,easna

RS11. [Tell user cycle is resolved.] Write z.

R5I2. [Print universal matrix.] APPlY Algorithm PRNTMT.

RS13. 9eodetic paths.] APPlY Algorithm GEOD and then algorithm
is complete.

R514. [Select ne,A lowest threshold.] z 1, then so to step

R13



CECIL

ISMS SUBROUTINE/FUNCTION NAME GEOD

FUNCTION

USAGE

PARAMETERS

COMMON BLOCKS

COMMON PARAMETERS

ALGORITHM EMPLOYED

Outputs the geodetic cycle Paths con
tained within a weighted matrix.

CALL 0E0D(ADJ,N,INDEX)

ADJ Input logical two dimensional matrix of
dimensions 50 X 50. This is the
binary threshold adjiicencY matrix for
med in subroutine RESOLV.

Input inteser scalar indicating the
number of elements in "ADJ".

INDEX Input integer vector of length 50 con
taining the index set for "ADJ".

INFO Named integer common block of length 3
words.

See the description for subroutine
PRNTMT.

The algorithm employed is described
below:

Algorithm GE (Geodetic Algorithm). Given the number of elements rur
rently in a binary threshold m.tr ix, n, the binary threshold matrix,
A, and its associated index set vector, T, determine and print all

geodetic cycle sets.

GE1. [Initialize.] i <-- 1 nbn 1

GE2. [Initialize 61 formation.] <-- 1

GE?. [Chec.k for 4 zero.] If afi,J] = 0, then 90 tA step 6E6.

GE4. [Set G and B.] <-- 1, bii,j] <-- 1

GE5. [Subtract identity.3 if i = j, then g[i,j] O.

6E6. [LooP on j.I If .i s 'ess than or 11.4.1 to n, then

90 to stflp p.



0E7. rLoop on 1.] i <-- i + 1. If i is less than or equal to n, then
90 to step 0E2.

GEa. [Initialize.] 1.<-- 1

0E9. [Initialize.] j <-- 1

GE10. [Zero C.] c(j,i) <-- 0

GE11. [Initialize.3 k <-- 1

0E12. [Set switch.] ma <-- 0. If a[i,j] = 0, then ma <-- 1.

GE1:. [Compute A**nbn-1.] c[j,i] <-- ma * b[k,i] + dj,i]

GE14. [Loop on k.] k <-- k + 1. If k is less than or equal to n,
then 90 to step 0E12.

GE15. [Check for invalid .entry.] If c[j,i] is not equal to 0, then
set cIj,i] <-- 1.

0E16. [Loop on j.] <-- j + 1. If j ic less than or equal to n,
then 90 tr., step 0E10.

GE17. [LooP on 1.] i <-- i + 1. If i is less than or equal to n,
then 90 t0 step GE9.

0E15. [InItlalize for 0**nbn.] nbn <-- nbn + 1, i <-- 1

GE19. [Initialize.] j <--

6E20. [Calculate G**nbn.] 9[1,j] <-- 9[1,j] + nbn * (c[1,j] b[i,
J]), b[1,J] <--

GE21. [Loop on j.] j <-- j + 1. If j is less than or equal. to n,
then 9r, to step 6E20.

GE22. [Loop on 1.] 1 <-- 1 + 1. If 1 ic less than or equal to n,
then 90 to step GE19.

GE23. [Is G formed yet ?] If nbn is less than n 1, then 90 tO step
GES.

GE24. [Initialize path computation.] i 2, ncpt <-- 0, write head-
1n9 on terminal.

[Set limit for 1.1 lim 1, 1
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0E26. [Find cycle distance.] nb <-- gEi,j], na <-- sCj,i]

0E27. CIf distance is zero, don't Process.] If na or nb = 0, then 90
to step 0E47.

0E28. [KeeP account of Paths.] nbnd <-- 1, lEnbnd] <-- i

GE29. [Is Path longer than 1 ?] If nb is greater than 1, then 90 to
step 0E31.

0E30. [Store end link.] nbnd <-- nbnd + 1, 1Cnbnd] <-- j, then go to
step 0E36.

0E31. [Initialize search for last link.] lmm <-- nb 1, last <-- 0,
in <-- 1

0E32. [Find link back to 1.] nbnd <-- nbnd + 1, lEnbnd] <-- next link
(Apply Algorithm NOTR), last <-- l[nbnd].

0E33. [Unsuccessful 71 If ix = 1, then write out error message and t,o
to step 0E36.

0E34. [Loop on in.] in <-- in + 1. If in is less than or ectual to

lmm, then 90 to step 0E32.

0E35. [Store end link.] nbnd <-- nbnd + 1, l[nbndl <-- j

0E36. [Is Path complete ?] If na is greater than 1, then go to step
0E30.

GED7. [Store return link.] l[nbnd + 1] <-- i, the!n go to step GE43.

0E38. [Initialize search for lAst link.] lmn 1, last <-- 0,
in <-- 1 1

1-,E1:9. [Find link back to j.] nbnd <-- nbnd + 1, lEnbnd] <-- next link
(Apply Algorithm NOIR), last <-- l[nbnd].

0E40. [Unsuccessful 2] If ix = 1, then write out error message and go
to step 0E43.

041. [Loop on in.] in <-- in + 1. If in is less than or equal to
lmn, then 90 tO step 0E39.

0E42. [Store end link.] l[nbrid + 1] <-- i

6E43. [Initialize for printout.] ncpt <-- ncpt +
rux. <-- 1

18,)

1, lmc <-- nbnd + 1,



6E44. UP print vector for index set used.] num <-- lEnx], pEnx]
<-- tEnum]

0E45. [Loop on nx.] nx <-- nx + 1. If nx is less than or equal to
lmc, then go to step 0E44.

GE46. (Print out cYcle Path on terminal.] nxx <-- na + nb, write
nxx, tCi], t[j], P[k],

6E47. CLoop cin j.] <-- + 1. If j is less than or equal to lim,
then 90 to step 0E26.

0E48. [LooP on i.] i + I. If i is less than or equal to n,
then 90 to step 6E251 else algorithm is complete.



off
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ISMS SUBROUTINE/FUNCTION NAME - NOTR

FUNCTION

USAOE

PARAMETERS

Returns the next element in the geodetic
path.

X = NOTR(0, ICL,NBLO, ILfJ,NBCL, IX,
NBN,LAST)

Input integer two dimensional matrix of
dimensions 50 X 50. This is the dis-
tanr:e matrix.

ICL - Input integer scalar equal to the start-
ing search index.

NBLO InPut integer scalar equal to the dis-
tance of the link.

ILO - Input integer sCalar equal to the ending
search index.

NBCL - Input integer scalar equal to the dis-
tance of the desired link from the
starting index.

IX OutPut integer scalar used as an error
switch for incomplete Paths. IX = 0
means complete Path. IX = 1 means no
link found.

LAST - Input integer scalar equal to the last
link found. This is required to keep
the algorithm searching down the same
path.

COMMON FLOCKS - None

REQUIRED ISMS ROUTINES None

REQUIRED FORTRAN ROUTINES - None

ALGORITHM EMPLOYED - The algorithm employed is described
below:

8:3

Algorithm NOTR. Given the number of paths in a distance matrix, n,
the distance matrix, G, and other infor mation, determine the next
element in the geodetic cycle.
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NOTRI. [Initialize.] ix <-- 0, ibi <-- 0, i <--

NOTR2. CFind all elements with distance nblg from il9.3.1fg[ivil] is
not equal to nblg, then 90 to step NOTR4.

-NOTR3. [keep track of elemehts with same distance.] ibi <-- ibi + 1,
lEibi] <-- i

NOTR4. CLoop on i.] i <-- i + 1. If i is less than or equal to n,
then 90 to step NOTR2.

NOTR5. [If none found, than algorithm is comPlete.],If ibi = 0, then
algorithm is complete.

NOTR6. [Initialize.] i <-- 1

NOTR7. [Search for an element of proper distance.] If gCicl,i],is not
equal to nbc1,, then 90 to steP NOTR13.

NOTRS. CSee if this is the first link.] If last = 0, then 90 to step
NOTR10.

NOTR.P. [Keep going on same Path.] If g(last,i] is not equal to 1,
then 90 to step NOTR13.

NOTR10. [Initialize.] k <-- 1

NOTR11. [See if this i is of proper distance.] If i = l[k], then go
to step NOTR15.

NOTR1L. CLoop on k.] k <-- k + 1. If k is less than or equal to ibi,
then go',to step NOTR11.

NOTR13.. [LuoP on 1.] 1 <-- i + 1. If i is (less than or equal to n,
then 90 tO step NOTR7.

NO1R14. [No link found.] ix <-- 1, then algorithm is comPleve.

NOTR15. [Return link.] notr <-- [k], then algorithm is complete.
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This User's Manual was developed for the ISM software on the

University of Dayton computer. It illustrates the type of instructions

that should be given to users wishing to utilize the ISM software.
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ISMSUD Version 2.0

July, 1979 UOversity of DaYtor

EEEEACE

This Manual* is intended to serve as a user's guide for the

Interpretive Structural Modeling Software Packase developed by the
Engineering and Public Policy Group at the University of DaYton, and as

implemented on UD's Univac Series 70 comPuter operating under VS/9.
This version of the manual was written under the assumption that its

user is familiar with the ISM** methodology and supportive concepts but
has had little or no Previous exPerience on a computer, specifically the
UD computer. Therefore, all basic Procedures like LOOsins ON, etc.
have been included so as to make this manual a stand alone guide.

It is suggested that if the user' Plans to make extensive use of text

files that he or she obtain Manual #4.1 (EDT) from the University of
Dayton Office for ComPutins Activities (OCA). This manualeis available
free of charge and will make .usins the Univac File Editor (EDT) and text
file editins much easier.

If YOU find any discrepancies in this manual or'ISMSUD, please write
to the address on the front page or call Monday thru Friday
0800 to 1500 Eastern time. If the telePhone is busy or no answer,
"leave word" at and we will return Your call.

*The table of contents may be found at the end.

**LnterPretive Structural Modeling (ISM) is developed in John N.
Warfield's Srscieial__SYsiemsi__Elannins.1._EDlicYA_aadCglibelexi±Y, WileY
Iriterscience: New York, 1976.
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ISMS-UD Version 2.0

July, 1979 University' of Dayton

INIRODUCIION

The University of Dayton ISMS Version 2.0, as implemented on UD's
time shaping computer system, consists of three FORTRAN IV Programs
which Perform embeddlng and amending, element text processing, and cycle
resolution. The following is a brief description of each Program.

ISMS=AJD - is the program that provides embedding and amending
facilities for Interpretive Structural Models. ISMS-UD maintains a
reachability matrix permanent file. A query file supplies the informa-
tion necessary for full text queries.

CYCLE - is the program that resolves the cycles contained in an
Interpretive Structural Model. CYCLE creates and maintains a matrix
containing numeric weights denoting the strength of relationships
between elements of a cycle. A query file supplies the information
necessary for full text queries.

MAkEII is a program that restructures an,EDT-created text file into
a random access . format required by the ISM method. The random access
format is written onto the query file.

3
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UD_IIMESHARINO_COMEUIERSYSIEM

The UD Computing Facility owns a UniVac Series 70/7 TimeSharing
Computer System. This third generation virtual memory multiprogramming
system has 750K bytes of main core storage with a backing store of 6.4
million bytes. Timesharing inPut/output to, the processor is handled bY
a communications controller attached to one of the multiplexor.channels.
The communications controller PresentlY allows for 18 remote hardwire
terminals and 33 remote dialuP terminals. Ten of the 33 dialuP Ports
are 300 baud with the remaining 'ports 110 baud.

,SXSIEM_SOEIWASE

The Univac Series 70/7 computer presently runs under the oPeratins
system VS/9 Version 3.5. V3/9 is a group of Programs and- subprograms
which control input, compilation, 'assembly, loading, execution, and
output of all programs submitted to the computer as well as the
allocation of system resources.

UNIVAC_EILE_EDIIOR_IEDI1

If the user desires to have Programs ISMSUD and CYCLE present
queries in an English text format, a two step procedure must be
followed. Step 1: a sequential element text file must be created
(using EDT). Step 2: the sequential eleMent text file must then be
converted into a query file (using MAKEIT).

EDT is a program that Permits the creation and modification of'
sequential element teXt files. EDT is invoked under V3/9 and resPonds
to simple commands prefixed with an @ ("at sign").which initiate,
maintain, correct, and complete file construction. Although EDT is a

comPrehensive editing package capable of performing varied tasks, it
Presents minimal concern to the ISMSUD user. A sample run using EDT
can be seen in the APPendix of this document. For a more comprehensive
discussion of EDT, the user is referred to OCA Manual #4.1 (EDT)
available free of chars., at the UD data center, Miriam Hall.
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EBOCEDUSES-AND-IMEORIANI_SYSIEM_CONCEEIS

SCHEDULING THE USE OF THE UD COMPUTER

The ,Univac Series 70/7 is a multiprogramming computer system; that
is, it servicing many users all at the same time. Consequently, the

more pe.Anle using the system, the slower the turnaround time (response
time). It is suggested lhat the user not schedule the use of the

computer during Prime time (i.e., .1 P.M. to 5 P:M. weekdays) and near
tho end of the UD academic terms (usually .first two weeks in both

December and APril). It has also been experienced near the ehd of the
terms that dial-up ports are extremelY hard to get, so these words to

the wise --PLAN AHEAD-- START EARLY!!!

AUTOMATIC LOGOFF FEATURE

In order to keep dial-up ports from being tied UP or occupied by an
inactive terminal user, the UD computer has .attached to it a device

which will AUTOMATICALLY LOGOFF A TERMINAL INACTIVE FOR NINE MINUTES.
This is imPortant to remember because sometimes the queries Presented by
ISMS-UD require a long Period of time for thought and dis-ussion.

During this discussion time, the computer under control of ISMS-UD is
waiting for an answer to the query; that is, the te'rminal is inactive.

If an input/output is not done within nine minutes after the start of

the read, the terminal is automatically logged off and the ISM is

partially lost. It is suggested that the terminal manager or user keep

an eYe on the time and, if the nine minute limit draws near while

discussion continues, tyPe an invalid input to ISMS-UD. ISMS-UD will
inform the user of the invalid input and re-Prompt with the same query.
The nine minute timer is then reset and the ISM saved.

SPECIAL CONTRuL KEYS

Erld_Df_ILaasmissiDL_Ke.a:

Anfo ne who has used an interactive computer terminal knows that some
special key on the terminal is used to signal the comPuter to take

action on the typed input. On most computers, this is the RETURN key.

The UD computer dasst_us.a_thc_REIURN_Ley., but.instead, the depressing
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of two keys simultaneouslY. These two keys are the CTRL and C keys,
denoted as CTRL C. That is, when the user wants to tYPe a command to
the computer, he or she first tyPes the command and then sends the input'
to the computer by holding down the CTRL key and typing a "CH. It will
be assumed from here on that the user understands this Principle.

ErLDL_CoLLectins_Kes

Two input error correcting keys are supported by the Univac hardware.
They are:

"CTRL X" -- cancels the input line. The Processor responds with
7.CNCL to indicate the line was canceled.

"SHIFT 0" or "UNDERLINE" -- is essentially a backspace key. When
typed, it tells the Processor to ignore the last typed
character before the SHIFT 0 or UNDERLINE. (The type of
terminal used dictates which is appropriate.)

aoth error correcting keys may be used while running the operating
system and ISMS-UD.

PARITY AND DUPLEX SETTINGS FOR D1AL-UP OPERATION

.The Parity setting on the terminal must be EVEN.

The duplex setting on the acoustic coupler (and terminal if applic-
able) must be HALE.

PERTINENT TELEPHONE NUMBERS

The telephone numbers below should be kePt handy.

110 BAUD
110 BAUD

- 300 BAUD

YSTEM STATUS/SCHEDULE (recording)
HELE!!!!

6
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ElOW_IO_LOGON

There are two tyPes of terminals that can be used on the UD computer;

the hardwired terminal which is directlY connected to the computer, and
the acoustically coupled terminal which is connected to the computer via
the telephone system. Each type of terminal requires a different LOGON
Procedure which will subsequentlY be discussed.-

PROCEDURE FOR LOGGING ON A HARDWIRED TERMINAL

1. Turn on the Power Ewitch on the terminal.

2. Set the DUPLEX switch to HALF.

3. Set the LOCAL/LINE switch to LINE.

Note: On a Teletype Model 33, turn the control knob (below and to
the right of the keyboard) counterclockwise instead of the

above three steps.

4. While depressing the CTRL keY, type a "C". The terminal should
type:

%E222 PLEASE LOGON
/..

5. The user should then tYpe

/LOGON ucerid#,,Cpas.sword/

followed by a "CTRL C". The computer will then type various
eunformation about the task and return with a slash (/).

PROCEDURE FOR LOGGING ON AN ACOUSTICALLY COUPLED TERMINAL

1. Turn on the acoustic coupler/s on/off switch if using a terminal
with an external coupler (this switch is usually unmarked).

7
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2. Turn on the Power switch on the terminal.

3. Set the PARITY switch on the terminal tr, EVEN.

4. Set the DUPLEX switch on the coupler and/or termioal to HALF.

5. Set the LOCAL/LINE switch on the coupler and/or terminal to
LINE.

Note: On a Teletype Model 33, turn the control knob (below and to
the right of the keyboard) counterclockwise instead of
steps 2 and 5 above.

6. Set the BAUD switch to the desired Position (either 110 or 300
baud sometimes denoted as 10 characters/sec. or 30
characters/sec.) on the terminal if so equipped. a

7. Dial the computer's telePhone'number for the baud rate YOU wish
to use (see "pertinent/Phone numbers"...remember to dial 9 first
if using a Phone on campus). The Phone should ring twice and
the computer will answer with a high Pitched tone.

8. Upon hearing the tone, immediately Place the phone into the
cradle. There should be some directive on the coupler indicat
ing at which end the Phone cord should be.

9. The CARRIER or SIGNAL light on the coupler will be lit and the
terminal will print:

'4E222 PLEASE LOGON

10. The user should then type

/L0nON ugerid#,,C'password"

frillnwed tv a "CTRL C". The comPuter will then tyPe various
information about the task and return with a slash (/).

Provided that the user tYPes a syntacticallY correct LOGON command.
containing a valid userid# and password, the system should be ready and
waiting.



0

ISMS-UD Version 2.0

July, 1979 University of Dayton

LOGON PROBLEMS

If_ibt_tDmeu±ez_Listesp.::±_answPt, it is ProbablY not operational, and YOU

maY obtain a recorded status/schedule report (see "Pertinent telephone
numbers").

Ii-a_busx_sisnal_is_Leceiued, this indicates all aVailable lines are in

use. Try again in a few minutes.

ifthecomeutec_answecsa_ecintsnottrinsA___and_guickl:g_baugs_ue, the
parity settin9 is usuallY incorrect or the Phone was incorrectlY placed
onto the coupler.

Ii__.the__J:Daleu±et_cesEiaLis_ruitmall:g_biLt_tbe-taLminal_Aries_aot_eLiat_wha±
the DUPLEX setting is incorrect.

The above are somi! of the more common problems with the LOGIN
procedure. There are many variations of the above Problems which have
not been discussed. If Your LOOM problem is temporary, that is, 'YOU
successfully LOGged ON yesterday but have not been able today, feel free
to call the UD Office for Computing Activities HELP line (see "Pertinent
telephone numbers") for help. You could be informing them of a system
error. If YOU have peueL been able to successfullY LOGON, please call

us, the Engineering and Public PolicY OrouP at or

and we will be hapPy to discuss your Problem.
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0.

ISMS=UD_EULL_IEYI_DUEBY_EACILITY

If the user desires to have Programs ISMSUD and CYCLE p.resent
queries in an English text format, two things are necessary. First, a

sequential element text file must be created using the Univac file
editor EDT. The sequential element text file consists of control
information, and the Pnglish text for the relational expression and for
each element to be cont,idered.

Second, the sequential element text file must be converted into a

random access formai required by the ISM method. Pi-ogram MAKEIT
performs this function on Ae,sequential element text file and writes
the random access format onto a query file.

EORMI_CiE_IHE_INEUI_SEQUENIIIAL_ELEMENI_IEXI_EILE

The format of an example input sequential text file can be seen in
its entirety in the Appenex. Certain slash (/) keywords are used to
identify .the records to be used for the five outputs typed on the
terminal for each question when full text queries are used. The five
utputs are:

1) introductory clause
2) element a
3) relational clause
4) element b
5) qualifying clause

An e,ample of the above is:

DOES
DEVELOPING SOCIAL INCENTIVES TO LIMIT
HUMAN BIRTHS
HELP
TO ASSURE EACH FAMILY SUFFICIENT LAND FOR
THEIR FOOD NEEDS
IN THE SAHEL REGION OF AFRICA ?

20t-; 10
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The input sequential text for the above output is:

/R1
DOES
/R2
HELP
/R3
IN THE SAHEL REGION OF AFRICA ?
/EL
DEVELOPING SOCIAL INCENTIVES TO LIMIT
HUMAN BIRTHS
/EL
TO ASSURE EACH FAMILY SUFFICIENT LAND FOR
THEIR FOOD NEEDS
// END

The slant (/) control keywords define the type of clause for the
line(s)* immediately following them. These definitions aro listed
below.

/R1 = introductory Clause

/R2 = relational clause

/R3 = qualifying clause

/EL = element text

// = physical end of sequential element text file

It ls 1MPO rtant for YOU to understand that MAKEIT orders the element
te/ts sequentially, starting with one and incrementing b one. That is,
element number ten in the list is defined by the text immediately
following the tenth /EL card, and so on.

'*The ma.<imum number of lines is 10. The minimum number of lines
is 1..

*The maimum number of characters on one line is 60. The
mlnimum number of characters on one line is 1.

204
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To use full text queries, fbllow this checklist:

1) Using EDT, tyPt in the element list to form a sequentl
element text file.

2) Run program MAKEIT. with the sequential'text file created in
EDT (dur.ing step'1).

,

3) Whe typing the "DO" command execut.ing ISMS-UD'or CYCLE,'be
sure to type the name of theAsequential text file as the
second operand. .

4) Answer "V" to the "FULL TEST QUERIES DESIRED" question that
is Presented in ISMS-UD or. CYCLE.

The following are some of the optional capabilities of the ISMS-UD

full ttxt que facility. .-

CLEARING THE SCREEN OF A CRT i

If a CRT (cathode raY termihal is being uged for an ISM

session, it is possi5le to'have ISMS-=UD clear the screen of the display

before each querY. To do this, all that.is necessary is to make,the
scr,een clearin9 character the first character of the introductorY

clause. The clearin9 charadter is usually a-CTRL L on most CRTs.
4

Iu_clear_the_scLeea__LefaLeeach_sueLy...tzee_a_CIRL_L_as_the_ficat
chaLacter_uf_the_latLaductaL.,...claue.

'SPACING BETWEEN FRAMING CLAUSES

The term "framin9 clauses" denotes the combination of (the introduc-
tor, clause, relational clause, and qualifying clause. The outPut using

full tet queries is always in the form :shown on pag* 10. It is

2
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sometimes desirable t the query with sc-aci,ng betWeen the

framing clauses, e.!

,DOES

DEVELOPING SOCIAL INCENTIVES TO LIMIT
HUMAN BIRTHS

, HELP

TO ASSURE EACH FAMILY SUFFICIENT LAND FOR
THEIR FOOD NEEDS

IN THE SAHEL REGION OF AFRICA ?

9rder to increase readabliltY. This can be achieved by inserting a
line with one blank character 1) after the introductorY clause, 2)

before 4nd after the relational clause, and 3) before the qualifying
clause.

2o,

13



'ISMSUD Version 2.0

July, 1979 University of DaYton

INIEREREIIVE_SIRUCIURA.L_MODELING_SOEIWABEEOCKAaE

1/2

The Interpretive Structural Modeling Software Packageconsists of
Ahree interactive FORTRAN IV Programs which perform operations required
to construct and modify Interpretive Structural Models. 'The following
is a description of each program. References to John Warfieles book,
:aacletal_Sstecusl__Elattainsx....Edlicaad_Camelaxth:, will be made to
help the user locate the theory 'used.

20','
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EROGRAM_M(ILELI

EUREOSE_QE_MALELI

Program MAKEIT accepts a sequential element text file, reconstructs
it into a random (direct) access format for full text queries, and

writes this information onto a query file. The Program is conversation
al in nature to allow the user to'displAy (show) on his or her terminal
all elements, or specific pairs of elements, as they might iiPPear during--

an ISM session.

If YOU do not know what a sequential element text file is, see

"ISMSUD FULL TEXT QUERY FACILITY".

HOW_IO_USE_MALE1I

1. To invoke program MAKEIT, use the operating system command /DO
MAKEI,T. This command has one required operand the name of the

input sequential element text file (i.e., the name used in the EDT.

@WRITE comm and). The output querY file is automatically named and

initialized bYprefixing the sequential element text fire name with

"RND.". The user does not have to worry about this (file naming and

creation.

Example.... /DO MAKEIT,(textfilename)

IF...an invalid file name* is typed, the operating system will

produce these error messages and will not let YOU run MAKEIT:

% D531 INVALID FILENAME. COMMAND TERMINATED.
E015 ERROR IN PRECEEDING CMD CMDS IGNORED TILL STEP OR LOOOFF.

% ES04 ENDPROC RETURNED TO PRIMARY.

*A valid file name is 1 to

numerics and no embedded blanks.

20j
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RetYpe the "/DO" COMMAND.

IF...the syntax of the /DO MAKEIT command is incorrect, the
operating sYstem will reject the command and tYPe this error
message:

% E140 OPERAND SYNTATICAL ERROR; REENTER THE DO COMMAND

IF...the /DO MAKEIT command is tyPed syntactically correct with a
valid file name, the operating system will tYpe \these messages
indicating.that MAKEIT is being loaded for use:

% P500 LOADING VER# 001 OF ISMS.
FORTRAN IV PROGRAM MAKEIT STARTED --- MM/DD/YY

2. MAKEIT now begins reading the sequential element text File named in

the /DO MAKEIT command.

IF...an unsuccessful read bY MAKEIT occurs, the operating system
will type this error message:

MAKEIT TERMINATED: TOO mugH DATA REQUESTED FROM RECORD : PlCTR
= NNNNNNNN.

SELECT DEBUG OUTPUT OPTIONS (D,S,A,B,C,HELP)

Type a "CTRL C" and the computer will return to the operating
system mode enabling the user to correct the problem.

Reasons for an unsuccessful read operation are:

1. the @WRITEftextfilename':1-60: command in UT was
not used.

2. the file name specified in the /DO MAKEIT command was
not a sequential element text file.

IF...MAKEIT encounters invalid sequential element text file syntax,
these error messages will be printed and MAKEIT will terminate
prematurely:

***ERROR*** INVALID SLANT KEYWORD ENCOUNTERED
REEDIT TEXT FILE TO CORRECT

2 0
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***MAKEIT TERMINATED***

Reedit the seeluential element text file in EDT and try again.

IF...no problems are encountered, MAKEIT will Print this message:

PERMFILE HAS BEEN CREATED FOR FULL TEXT QUERIES
SHOW(Y/N) ?

3. Answer "Y" or "N".

IF...the user types "N", MAKEIT will terminate and return
to the operating system.

IF...the user types "Y", this message will be typed:

SHOW ALL ELEMENTS ? (Y/N)

4. Answer "Y" or "N".

control

IF...the user tyPes "Y", all of the elements are shoWn, i.e.,
printed at the terminal as they might appear during an ISM

session. MAKEIT terminates and returns control to the operat
ing system after showing all elements.

IF...the user types "N", this message w:ll be typed:

SHOW WHICH ELEMENTS ?

Tt.pe the numbers of the two elements that YOU desire to see. MAKEIT
will Veep accepting and showing element pairs until zeros are typed.
At that time. MAKEIT will terminate and return control to the
operating system.

210 17
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EBDOBAM_ISMS=UD

Progvam ISMS-UD is essentially the hub of the ISMS-UD Version 2.1
software Package. ISMS-UD allows the user to embed the ISM utilizing .

the theory of transitive bordering on a reachabilitY matrix* as well as
modi,fY the ISM. Elements that are adjacent on the digraPh map, or
elements that are on-the same level or stage of the hierarchy and are
not connected are able to be modified**. ISMS-UD maintains and operates
on a reachability matrix which allows a digraph to be obtained after
each operation orLthe matrix. ISMS-UD al.so allows the user to embed the
ISM,by using his own queries or the computer's queries.

HOW_IO_USE_ISMS=UU

1. To ,invoke ISMS-UD, use the operating system command /DO ISMS-UD.
This commandmust include the following two operands: 1) the name
of the perirlanent file which is to contain the ISM, and 2) the name
of the sequential element text file for the full text queries
option.

ExamPl e: /DO ISMS-UD,Nmodel f i lename, textfilename)

IF...full text queries are not going to be used, type "JUNK" for
the second operand.

IF...no model file exi.sts, the operating system will create one and
give it the name typed for operand one.

*John N. Warfield, aocietal__Sxs±amsl___ElarabinsA__Exillix_anA
Cumel1t (New York: Wiley-Interscience,1976), P. 237.

**Warfield, P. 356.
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IF...a file name is not tyPed for both oPerandi, the operating
system will produce these error messages and will not let OU
run ISMS-UD:

% D531 INVALID FILENAME. COMMAND TERMINATED.
% E015 ERROR IN PRECEEDING CMD - CMDS IGNORED TILL STEP OR LOGOFF.
% E804 ENDPROC RETURNED.TO PRIMARY.

IF...an invalid file name is ehi:ered, the operating System will
respond with or,e of the follccuing error messages:

% E146 ILLEGAL SYMBOLIC PARAMETERS DETECTED WHILE PROCESSING
PROCEDURE FILE; PROCEDURE FILE TERMINATED.

Or

% E144 SYMBOLIC PARAMETER OPERAND ERROR, REENTER THE DO COMMAND.

IF...the sYntax of the /DO ISMS-UD is incorrect, the oPerating
system will reject the command and tyPe this error message:

% E140 OPERANDSYNTATICAL ERROR; REENTER THE DO COMMAND.

After each of these error messages, retYpe the "/DO" COMMAND,

IF...the'/DO ISMS-U0 command is cattectlY. txmed, the operating
system will tyPe these messages indicating that ISMS-UD has
been loaded for use:

% P500 VER# 2.0 OF ISMS-UD LOADED AT LOCATION 000000.

FORTRAN IV PROGRAM ISMSUD STARTED ---.MM/DD/YY

2. ISMS-UD is now in control and it asks:

NEW SYSTEM ? (Y/N)

A "new system" is an ISM that has never been initialized. Answer
"Y" or "N".

21,
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IF..."Y" is tYped, ISMS-UD will assume a new ISM is being generated
and Proceed to the next question.

IF.."N" is typed, ISMS-UD will try to read in the ISM from the
model file named in operand one of the /DO ISMS-UD command.
An unsuccessful attempt to read the ISM will result in one of
the following error messages to be typed:

ISMSUD TERMINATED: READ OPERATION ON A NON-EXISTENT ISAM
FILE: P1-CTR = NNNNNNNN.
SELECT DEBUG OUTPUT OPTIONS (D,S,A,B,C,HELP)

BORD TERMINATED: ISAM SEQUENTIAL ERROR ODAE4 P1- CTR =
-NNNNNNNN.
SELECT DEBUG OUTPUT OPTIONS (D,S,A,B,C,HELP)

TYPe a "CTRL C" and the computer will return to the operating
system enabling YOU tO retype the /DO ISMS-UD command.

3. Next, ISMS-UD types:

TYPE ISMS-UD CMD (OR "HELP")

Type either a two letter ISMS-UD command described below or the
ke.atiord "HELP" in order to obtain a list of valid ISMS-UD commands.

ISMS=UD_COMIANDS

ISMS-UD recognizes the following two letter keywords as command
- input:

BO COMMAND

The BO command allows the user to invoke the trinsitive bordering
algc.rithm to embed an element into the ISM. ISMS-UD i 11 first ask:

20
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FULL TEXT QUERIES DESIRED ? (Y/N)

Answer "Y" or "N".

IF...the user types "Y", and the filename,for operand two of the
/DO ISMSUD command is: 1) not the name of a sequential
elemEht text file, o 2) the name of a sequential element text
file that has not undergone the program MAKEIT sequence, the
operating system will tyPe this error message:

ISMSUD TERMINATED: ISAM ERROR OD9A: PlCTR = NNNNNNNN.
SELECT DEBUG OUTPUT OPTIONS (D,S,A,B,C,HELP)

Type a "CTRL C" and the comPuter will return to the operating
system mode which will enable.You to retype the /DO ISMSUD
command.

Next, ISMSUD asks;

SUBORDINATION RELATION ? /N)

Answer "Y" or "N".

IF...you .are in doubt, answer "N". A subordination relation is a
. transitive relation where if Element A is related to Element

B, then Element B is not related to Element A. This is an
'optimization for, the transitive bordering algorithm 'which
eliminates the Poss.ibility of feedback (cycles) and reduces
the number of questions required to embed an element for this
bordering session nni:r. Cauticin: be sure that YOU understand
the meaning of a subordination relation. In most cases a
subordination rel.ation is WA dtsi.ed. When in dc!ubt, answer
"N".

Note: Once these questions have been answered in an ISM session,
they cannot be changed until a TE command is receisied and a new
session started.

11.1e next question is;

TYPE NEXT ELEMENT NUMBER OR 0 FOR BREAK ?

214
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Type the number of the first element (if a new system) or the
next element (if an old system) to be included in the ISM.

IF...a new system is being modeled, ISMSUD will form a 1 X 1

reachabili,ty _matrix and respond with the same question again
to get a secOn4 element to begin the questioning Process.

IF...a nonnumeric entry is typed, ISMSUD will respond with:

***ERROR***INPUT NOT NUMERIC--RETRY

IF...the number typed is alreadY in the system, ISMSUD will sive
this error message:

***ERROR*** NNNN ALREADY IN SYSTEM INDEX.

and ask for another element number.

IF...a 0 (zero) is typed, ISMSUD will ask for the next command
keyword.

IF...a valid element is typed, ISMSUD will- Present the queries
necessary to embed the element.

When queries are Pretented, ,answer with either "Y", "N", or "AB".
ISMSUD will retype the response it received and

IF...a "Y" or "N" is receiveq, ISMSUD will insert a one or
zero, respectively, in the Proper location in the reachability
matrix and Present the next querY.

IF..."AB" is received, ISMSUD will abort the bordering..
algorithm for the element being processed and ask for the net
command keyword.

IF...an invalid response is received, 4SMSUD will issue an

error message and Present the query again.

21
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After the new element is Properly embedded, ISMS-UD will ask for
another element number to begin the bordering algorithm again.

BOO COMMAND

The BOQ command allows the user to invoke the transitive bordering
algorithm to embed ah element into the ISM bY using his or her own
queries. (Note: If this is the first time the transitive bordering.
algorithm is being started, the "full text" and "subordination
relation" questions will be aiked as in the BO command; however, if

they have already been asked, ISMS-UD will assume the answers to be
the same as in the BO command.)

Next, ISMS-UD will ask for elemerts as it did in the BO. command.
When a valid new element is accepted, ISMS-UD will ask:

WHICH ELEMENTS TO BE COMPARED ? (TYPE 0 FOR AUTOMATIC)

Now tyPe the elements_ to he used in the query in the order to be
compared (i.e. if 2,3 is typed, the query will ask if 2 is related
to 3). Remember..-.the new element mmst be one of the two elements to
be compared.

IF...the relation between the elements tYPed has already been
answered, ISMS-UD will respond with:

SORRY, THIS QUESTION HAS BEEN EITHER ASKED ALREADY OR
FILLED BY INFERENCE EL1 R EL2 = YES(NO)

IF...0 (zero) is typed, ISMS-UD will send a. message acknowledging
the 0 and will begin to issue queries automatically. The
automatic queries option only lasts for the new element. When

the next element is entered, ISMS-UD will again ask' for
elements to be comPared.

2 lu
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pI COMMAND

The DI command directs ISMS-UD to extract and Print the digraph of
the current reachabilitY matrix ISM in a levels format. No other
user interaction is reqkaired for the execution of this command..

DIS COMMAND

The DIS command directs ISMS-UD to extract and.Print the digraph of
the current reachabilitY matrix ISM in a stases format. No other
user interaction is required for tie execution of this command.

ADD COMMAND

The ADD command allows the user to add elements to the ISM. This
command shou ld be used in conjunction with the AE command to add
elements and their relationships. , ISMS-UD will type:

TYPE ELEMENTS TO,BE ADDED

TYPe the number of the element to be added. ISMS-UD will keep
accepting elements to be added until a zero is typed.

ELIM COMMANa

114

The ELIM command permits the elimination of elements from the ISM..

ISMS-UD types this message:

TYPE,ELEMENT NUMBERS TO BE ERASED

T,ne the number of the element YOU wish to eliminate From the ISM.
ISMS-UD will keen accePtin9 element numbers to be eliminated until a

zero is t-vned.
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AE COMMAND

The AE command allows the user to add a relationship (edge) on the
ISMS-UD will type:

TYPE <A REACHES TO B>

Type the two elements to be connected. The edses to be added are
.
a,:cepted until a zero is tYped for one Apr both of the elements.

EE COMMAND

The EE command allows the user to eliminate a relationship (edge) cn
the ISM. ISMS-UD will tYPe:

TYPE <A REACHES TO B> TO BE ERASED

T.(pe the two elements to be disconnected. The edges to be discon-
nected are accepted until a zero is tYped for one or both of the
elements.

IF...either element is not on the minimum edge digraph (i.e. the'

elements are not connected in anY way), ISMS-UD will issue an
error message and ask for next command keyword.

IF...the edge entered does not exist (i.e. elements are connected
but not directly), ISMS-UD will isue the following error
message:

***ERROR*** THE EDGE FROM NNN TO MMM DOES'NOT

EXIST ON MINIMUM EDGE DIGRAPH

IF...the elements tyPed are in a cycle, ISMS-UD will type:

***ERROR*** NNN ANL) MMM ARE IN A CYCLE

25
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"ELIM" NNN AND REENTER USING THE "BO" COMMAND

Eliminate either one of the eleMents from the system and reembed
using either the BO, BOO, or ADD and AE command.

te.

PO COMMAND

The PO (Pooling), command permits the user to,combineunconnected
e,ements on the same level or stage of')e, hierarchy into one single
element. ISMSUD will type:

TYPE TWO ELEMENTS Ta BE POOLED ?

TYpe the two elements to be Pooled.--,

IF...the elements to e pooled are not on the same level or stage,
ISMSUD will issue the following error message and ask for two
elements to be Pooled.

***ERROR*** NNN AND MMM 'ARE NOT ON THE SAME LEVEL

OR STAGE

IF...the two elements Pass the error checks. ISMSUa- will tYPe

NEW INDb NAME ?
*

Type the number that the new element is to take on.

IF...the new index number tyPed is 'Already in the system, ISMSUD
will inform the user of the error and'ask for another new..
inde number.

L1ementS to be POO led are accepted until two zeros are typed.

21 26
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EC COMMAND

The EC (ElementarY Contraction) command allows the user to combine

two adjacent elements on,different levels or stages of a hierarchy
into one single element. ISMSUD will type:

TYPE TWO ELEMENTS TO BE CONTRACTED ?

;Type the two elements to be contracted.

IF...the elements are not adjacent, ISMSUD will issue the follow
ing error message and ask for tw'o elements to be coni:racted.

***ERROR*** NNN IS NOT ADJACENT TO MMM

IF...it is possible to contract the elements,' ISMSUD.will type:

NEW INDEX NAME ?

Type the number that the new element is to take on.

IF...the new irIdex number 'typed is already in the system,1SMSUD.

skwill

_inform he user of the error and ask for another ne,

index numbero

Elements to.be contracted are accepted until two zeros are typed.

TE COMMAND

The TE command directs ISMSUD to terminate and return control to the

operating system.

7:7
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ISMS=UD7RESIABIS

Occasionally, problems may arise with a computer system which will
render it inoperative. These occurrences are usually infrequent and
short. The UD computing facility maintains a 96% UP time (i.e., the
computer is operational 96% of the scheduled operation time). Even with
this excellent record, the restart capabilities of ISMS-UD should be
noted. The ISMS-UD software has been designed in such a waY that the
model permanent file is updated after an operation onto the ISM is
completed. The updating oPeration occurs immediately before this
message is typed:

TYPE ISMS-UD CMD '7!, OR ("HELP")

It can be seen that a small Part of the ISM can be lost if the computer
crashes (breaks down) while executing anY of the embedding or amending
commands. Restarting is very easy however. See the Procedure below.

Haw_ta_castaLt_a_ISMS7.110_sessiaa_aftem_a_time=shatias_sxstem_Eailuce:

1. ,Type the /DO ISMS-UD command with the name of the model
permanent file and the sequential element text file to bc
restarted.

2. Answer "N" to the "new system" question. ISMS-UD now has a

COPY of the ISM.

3. (OPTIONAL) TYPe "DI" to display the digraph of the restarted
ISM.

4. TvPe the ISMS-UD comMand YOU were using when the computer
crashed.

5. 'Continue normally.
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EROGRAM-CYCLE

EUREOSE_QE_CYCLE

Program CYCLE resolves cycles contained in an Interpretive Structural
Model. The user creates and maintains a weighted adjacency matrix that
denotes the strength of relationships between elements in the cycle.

CYCLE .allows the user to obtain listings of the resolution threshold,
threshold matrix, and the geodetic Paths* i

HOW_IO_USE_CYCLE

1.. To invoke CYCLE, use the operating,sYstem command /DO CYCLE. This
command must include the following two operands: 1) the name of the
permanent file which is to contain the Weighted matrix, and 2) the
name of the sequential element text,file for the full text queries
option.

/DO'CYCLE,(weightedmatrixnaMe,texti,ilename)

IF...full text queries are not going to be used, type "JUNK" for
the second operand.

IF...no weighted matrix file exists, the operating system will
create one and give it the name tyPed for operand 1.

IF...an invalid filename or a filename is not tYped for both

operands, the operating sYstem will produce these error
messages and will not let YOU run CYCLE:

% D51 INVALID FILENAME. COMMAND TERMINATED.
% E015 ERROR 1N PRECEEDINO CMD CMDS IONORED TILL STEP OR LOOOFF.
% E804 ENDPROC RETURNED TO PRIMARY.

*Warfield, PP 328-4:3
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Retype the "/DO" COMMAND.

IF...the syntax of the /DO CYCLE command is incorrect, the,

oPerating sYstem will reject the command and type this error
message:

%' E140 OPERAND SYNTATICAL ERROR; REENTER THE DO COMMAND.

IF...the /DO CYCLE command is catcactlx t..1:eed, the operating system
will type these messages indicating that CYCLE is being loaded
for use:

% P500 LOADING VER# 001 OF ISMS.
FORTRAN IV PROGRAM CYCLE STARTED --- MM/DD/YY

2. CYCLE is now in control and it asks:

FULL TEXT QUERIES DESIRED ? (Y/N)

Answer "Y" or "N".

IF...the user tYpes "Y" and the file name for operand two of the
/DO CYCLE command is: 1) not the name of a sequential element

. text file, or 2) the name of a sequential element text file
that has not undergone the Program MAKEIT sequence, the
operating system will tYPe the following error message after
attempting to print the first full text query:

CYCLE TERMINATED: ISAM ERROR OD9A: Pl-CTR = NNNNNNNN.
SELECT DEBUG OUTPUT OPTIONS (D,S,A,B,C,HELP)

Type a "CTRL C" and the computer will return control to the
.operating system enabling YOU to retYPe the /DO CYCLE command.

:: The next question is:

NEW SYSTEM ? (Y/N)
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A "new system" is a weighted matrix that has never been initialized.
Answer "Y" or "N".

IF..."N" is typed, CYCLE will trY to read in the weighted matrix
from the file named in operand one of the /DO CYCLE command.
An unsuccessful attempt to read in the matrix will result ih

the following error message to be Printed:

*EXLST = OPENERR*

CYCLE will" terminate an"d return, control to the operating
system.

IF..."Y" is typed, CYCLE will then type:

0.

NUMBER OF ELEMENTS (50 MAX.) ?

TYPe the number of elements that are contained in the argument
cYcle. CYCLE will 'then ask:

REGULAR INDEXING OF ELEMENTS DESIRED (Y/N)

TyPe "Y" or "N".

IF...the user types "Y", CYCLE assigns sequential numbers to

the elements in the cycle. That is, the indexes for the
elements are assigned as 1, 2, n (where: n is the

number of elements).

IF...the user tYPes "N", CYCLE then types:

ENTER INDEXES ONE AT A TIME

The user is now allowed to specify his own index numbers
for the olements in the cYcle. Type the integers that

define the index set one Per line.

The advantage of being able to specify index set
numbers is apparent when utilizing the full text queries

option. For example, supPose elements 3, 7, 59, and 62
of a particular ISM were in a cycle. If full text

224
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queries were desired, the user would have to specify his
index set as 3, 7, 59, and 62 in order to be able to use
the same text file as he did for the embedding session.
If "regular indexing" were mistakenly used, Ihe text for
elements 1, 2, 3, and 4 would aPPear whenever full text
queries were r'equired and would lead to a great deal of
confusion.

4. Next, CYCLE types:

TYPE CYCLE COMMAND (OR "HELP")

Type eith.er a two letter CYCLE command or the keyword "HELP". in
order to obtain a list of valid CYCLE commands.

CYCLE_COMMANDS

CYCLE recognizes the following,two letter.keYwords as command input:

AL COMMAND

The AL command allows the user to add elements to the weighted
matrix. CYCLE types this message:

ELEMENT NUMBER TO BE ADDED ?
*

TYpe the number of the-element YOU wish to add. CYCLE will then ask:

BORDER ON THIS ELEMENT ? (Y/N)

Answer "Y" or "N".

IF...the user types "Y", the weights Pertaining to this element can
be conveniently assigned by "bordering" down the side and
bottom of the weighted matrix. CYCLE will Present queries to

the user.
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IF...the user tyPes "N", the weights are not able to be "bordered"
in and must be must be entered via the CH command.

Added element numbers are accePted until a zero is typed.

CH COMMAND

The CH command allows the user to change any weight in the weighted

matrix. CYCLE typeS this message:

ENTER A REACHES TO B, WEIGHT (3 NUMBERS)

Tree the element indexes defining the relationship and the new

weight. CYCLE will keep accepting changes until three zeros are

typed. ,

The. CH command can also be used to initially insert weights into the

matrix.

DL COMMAND

The DL command allows the deretion of 'elements from the 'weighted

matrix. CYCLE types this message:

ELEMENT NUMBER TO BE ERASED ?

Type the number of the element YOU desire to delete from the weighted
matrix. CYCLE will keep accepting element numbers, to be deleted

until a zero is typed.

Fl COMMAND

The FI command facilitates the loading of the weighted adjacency

matri by automatically Presenting all the Mueries necessary to f.11
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the matrix. In addition, if the full text queries option was
selected, the FI command will use the text (rather than just the
numbers) of the elements during the automatic process. The user
should respond to each clUePY bY typing an integer (less than 10)
which represents the weight of the relationship between the elements.

EI_Commatm_BESIalimmo. When using the FI command, the user must answer
(N**2)N questioni in order to comPletelY fill the weighted matrix
(where: "N" is the number of elements in the weighted matrix). A
restart/termination feature is available since the number of ques
tions could become quite large. To use the restart feature, simply
type a weight of 10 for the element Paip YOU wish to terminate with.
CYCLE can now be terminated and resumed at a later time. If the FI
command is typed, questioning will resume with the -element pair for
which the weight of 10 was specified. The restart 'feature maY be
used as many times as required.

PR COMMAND

The PR command prints the weighted matrix in its Present state on the
terminal. No other user interaction is required for the the
execution of this command.

RE COMMAND

The RE command 'is essentially the main command of CYCLE. This
command calculates the resolution threshold of the current weighted
matrix. The resolution threshold, threshold matrix, and geodetic
paths are printed at the terminal. No other user interaction is
required for the execution of this command.

TE COMMAND

The TE command directs CYCLE to terminate and return control to the
operating system.

2
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ausuau_sameu_sums

For each of the following sample program runs, the followIns text
file is used for the full text queries option. The text file is

spresented as the user would tyPe it in using EDT. Comments
pertaining to each sample run willimmediately follow the listing of

the sample run.

EDI_SAMELE_EUN

/EXEC EDT
% P500 VERSO 10B OF EDT LOADED AT LOCATION 000000.

*** EDITOR LOADED '(VER 10B)7 BEGIN TYPE IN:

1.0000 /R1
2.0000 DOES
3.0000 /R2
4.0000 WEIGH MORE THAN
5.0000 /R3
6.0000 IN MOST CASES?
7.0000 tEL
8.0000 A BREATH OF AIR (1)

9.0000 /EL
10.0000 AN OLD TENNIS SHOE (2)

11.0000 /EL
12.0000 A FIRE TRUCK (3)

13.0000 /EL
14.0000 A FEATHER (4)

15.0000 /EL
16.0000 AN ELEPHANT (5)

17.0000 // ENb
18.0000 @WRITE 'TEXT.SAMPLE':1-60:

TEXT.SAMPLE IS IN THE CATALOG
OVERWRITE ? (Y,N) Y

2?,o
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18.0000 @HALT

NOTE: If the text 'file has never been written to the disc, the
overwrite message followips the "@WRITE" command will not be pre-
sented. When the computer returns a slash (HP) after the "%HALT"
command, the ISMS-UD programs can be executed.
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/DO MAKEIT.(TEXT.SAMPLE)
V. P500 VER# 001 OF ISMS LOADED AT LOCATION 000000.
FORTRAN IV PROGRAM MAKEIT STARTED --- 04/10/79

PERMFILE HAS, BEEN CREATED FOR FULL TEXT QUERIES
SHOW(Y/N) ?

*y

SHOW ALL ELEMENTS(Y/N) ?
*y
DOES
A BREATH OF AIR (1)

WEIGH MORE THAN
AN OLD TENNIS SHOE (2)

IN MOST CASES ?
DOES
A'FIRE TRUCK (3)

WEIGH MORE THAN
A FEATHER (4)
IN MOST CASES ?
DOES
AN ELEPHANT (5)

WEIGH MORE THAN
A BREATH OF AIR (1)

IN MOST CASES ?
DOES
AN OLD TENNIS SHOE (2)

WEIGH MORE THAN
A FIRE TRUCK (3)

IN MOST CASES ?
DOES
A FEATHER (4)

WEIGH MORE THAN
AN ELEPHANT (5)

IN MOST CASES ?
** FORTRAN ** CALL EXIT

2,, 0

SAMELE_BUN
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NOTE. If an odd number of elements exists in the text file, as in
the preceedin9 example, MAKEIT will show each element twice so as to
display .vueries until the end of file occurs after a complete qu«..rY

is presented.
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ISMS=UD_SaMPLEAUN

/DO ISMS-UD,(MODEL.SAMPLE,TEXT.SAMPLE)
V. P500 VER# 002 OF ISMS-UD LOADED AT LOCATION 000000.

FORTRAN IV PROGRAM ISMSUD STARTED --- 04/10/79

NEW SYSTEM ? (Y/N)
*y

TYPE ISMS-UD CMD ? (OR "HELP")
*HELP

ISMS U COMMANDS

EMBEDING

BO TRANSITIVE BORDERING METHOD
BOO TRANSITIVE BORDERING WITH SELECTABLE QUERIES

DISPLAYING

DI DISPLAY MINIMUM EDGE DiGRAPH
IN A LEVELS FORMAT

DIS - DISPLAY MINIMUM EDGE DIGRAPH
IN A STAGES FORMAT

SUBSTANTIVE AMENDING

ADD ADD ELEMENTS

ELIM - ELIMINATE ELEMENTS

AE ADD EDGES (RELATIONSHIPS)
ON THE MINIMUM EDGE DIGRAPH .

234, 39
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EE - ERASE EDGES (RELATIONSHIPS)
ON THE MINIMUM EDGE DIGRAPH

FORMAT AMENDING

PO - POOL ELEMENTS

EC - ELEMENTARY CONTRACTION

TERMINPTION

TE TERMINATE ISMS-UD PROGRAM

***NOTE***

HELP - REPRINTS ABOVE LIST

TYPE ISMS-UD CMD' (OR "HELP")
*BO

FULL'TEXT QUERIES DESIRE6 ? (Y/N)
*Y
SUBORDINATION RELATION ? (Y/N)

*N

Isms-ua Version 2.0

University of Dayton

TYPE NEXT ELEMENT NUMBER OR 0 FOR BREAK ?'
*1

TYPE NEXT ELEMENT NUMBER OR.0 FOR BREAK ?
*/

DOES
A BREATH OF AIR (1)

WEIGH MORE THAN
AN OLD TENNIS SHOE (2)

IN MOST CASES ?
*N N

DOES
AN OLD TENNIS SHOE (2)

WEIL1H MORE THAN

2 ') u

4,
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A BREATH OF AIR (1)

IN MOST CASES ?
*Y Y

TYPE NEXT ELEMENT NUMBER OR 0 FOR BREAK ?
*0

TYPE ISMS-UD CMD ? (OR "HELP")
*DI

LEVEL NO. 1

1

LEVEL NO. 2

1 ,

TYPE ISMS-UD CMD ? (OR "HELP")
*BOO

TYPE NEXT ELEMENT NUMBER OR 0 FOR BREAK ?
*3
WHICH ELEMENTS TO BE COMPARED ? (TYPE 0 FOR AUTOMATIC)

71ES
A FIRE TRUCK (3)

WEIGH MORE THAN
AN OLD TENNIS SHOE (2)

IN MOST CASES ?
*Y Y
WHICH ELEMENTS TO BE COMPARED ? (TYPE 0 FOR AUTOMATIC)

*3,1

SORRY, THIS WESTUM HAS BEEN EITHER ASKED ALREADY OR FILLED

BY INFERENCE 3 R 1 = YES
WHICH ELEMENTS TO BE COMPARED ? (TYPE.0 FOR AUTOMATIC)

4.
r.-1,J
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*0
0 ACKNOWLEDGED, BEGINNING AUTOMATIC QUERIES

DOES
AN OLD TENNIS SHOE (2)
WEIGH MORE THAN
A FIRE TRUCK (3)
IN MOST CASES
*N1 N

TYPE NEXT ELEMENT NUMBER OR 0 FOR BREAK ?
*0

TYPE ISMS-UD CMD ? (OR "HELP")
*DI

LEVEL NO. 1

1

LEVEL NO.

=>

LEVEL NO. 3

=> 2,

TYPE ISMS-UD CMD (OR "HELP")
*ADD

TYPE ELEMENTS TO BE ADDED f

*4

*0

o
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TYPE ISMS-UD CMD ? (OR !'HELP")
*DI

A.EVEL NO. 1

1

4
5

LEVEL NO. 2

2 => 1,

LEVEL NO. 3

3 44:5

TYPE ISMS-UD CMD ? ( R "HELP")
*AE

TYPE <A REACHFq TO B>
*4,1

* 0

TYPE ISMS-UD CMD ? (OR "HELP")
*DI

CYCLE ON 3, 5,

LEVEL NO. 1

1

.r

ISMS-UD Version 2.0
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LEVEL NO.

2 => 1,

4 => 1,

LEVEL NO..

3 =>

TYPE ISMS-UD CMD ? (OR "HELP")
*EE

TYPE <A REACHES TO B> TO BE ERASED
*4,1
*3,5

***ERROR** 3 AND 5 ARE IN A CYCLE.
"ELIM" 3 AND RE-ENTER USING THE "BO" COMMAND

TYPE ISMS-UD CMD ? (OR "HELP")
*DI

CYCLE ON 3, =

LEVEL NO. 1

1

4

LEVEL NO.

=> 1,

LEVEL NO. 3
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3 ss> P.)4.1

TYPE ISMSUD CMD ? (OR "HELP")
*PO

TYPE TWO ELEMENTS TO BE POOLED ?
*3,5
NEW INDEX NUMBER ?

*6

TYPE TWO ELEMENTS TO BE POOLED ?
*0,0

TYPE ISMSUD CMD ? (OR "HELP")
*DI

LEVEL NO. 1

1

4

LEVEL NO.

"S.

LEVEL NO.

6 =>

1,

27

TYPE ISMSUD CMD ? (OR "HELP")
*EC

TYPE TWO ELEMENTS TO BE CONTRACTED ?
*2,1
'NEW INDEX NUMBER
*7

23
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TYPE TWO ELEMENTS TO BE CONTRACTED ?
*0,0

TYPE ISMS-UD CMD ? (OR "HELP")
*DI

LEVEL NO., 1

7
4

LEVEL NO.

6 => 7,

TYPE ISMS-UD CMD ? (OR "HELP")
*ELIM

TYPE ELEMENT NUMBERS TO BE ERASED ?
*4
*6
*0

TYPL ISMS-UD CMD ? (OR "HELP")
*DI

LEVEL NO.

7

TYPE ISMS-UD CMD
*TE

(OR "HELP")

**FORTRAN ** STOP

NOTE: Whenever a 0 (zero) is to be entered to discontinue an ISMS-UD
ce.mimandi a "CTRL C" can be typed instead of the zero to save time;

46
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the computer recognizes this inPut as a zero. This also holds true
for the MAKEIT (when showing which elements) and CYCLE Programs.

The above sample run is a marx simplified-example of how each ISMS-UD
command affects the ISM. During an actual ISM session, a digraph
would not usually be printed until the session is. completed. The
commands can he used in anY logical order.
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CYCLESAMBLERUN

/DO CYCLE,(WEIGHT.SAMPLE,TEXT.SAMPLE)
P500 VER# 001 OF ISMS LOADED AT LOCATION 000000.

FORTRAN IV PROGRAM CYCLE STARTED 04/17/79

FULL TEXT QUERIES DESIRED ? (Y/N)
*y

NEW SYSTEM ? (Y/N)
*y
NUMBER OF ELEMENTS (50 MAX.) ?

*4

REGULAR INDEXING OF ELEMENTS DESIRED ? (Y/N)
*Y

TYPE CYCLE COMMAND (OR "HELP")
*HELP

***HELP MESSAGE***

AL ADD AN ELEMENT TO SYSTEM
DL DELETE AN ELEMENT FROM SYSTEM
FI FILL SYSTEM (ASSIGN WEIGHTS)
CH CHANGE WEIGHT OF A RELATIONSHIP
RE RESOLVE SYSTEM
PR PRINT SYSTEM OUT
TE TERMINATE SESSION
HELP REPRINTS ABOVE LIST

TYPE CYCLE COMMAND (OR "HELP")
*AL
ELEMENT NUMBER TO BE ADDED ?

*5

BORDER ON THIS ELEMENT 7 (Y/N)
*y
A BREATH OF AIR (1)
HAS BEEN RELATED TO
AN ELEPHANT (5)

WEIGHT
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AN OLD TENNIS SHOE (2)
HAS BEEN RELATED TO

AN ELEPHANT (5)
WEIGHT ?

*8
A FIRE TRUCK (3)
HAS BEEN RELATED TO
AN ELEPHANT (5)

WEIGHT ?
*7
A FEATHER (4)

HAS BEEN RELATED TO
AN ELEPHANT (45) Ar

WEIGHT ?
*8
AN ELEPHANT (5)
HAS BEEN RELATED TO
A BREATH OF AIR (1)

WEIGHT ?
*4
AN ELEPHANT (5)

HAS BEEN RELATED TO
AN OLD TENNIS SHOE (2)

WEIGHT ?
*5
AN ELEPHANT (5)

HAS eEEN RELATED TO
A FIRE TRUCK (3)

WEIGHT ?
*6
AN ELEPHANT (5)

,HAS BEEN RELATED TO
A FEATHER (4)

WEIGHT ?
*2
ELEMENT NUMBER TO BE ADDED ?

*0

TYPE CYCLE COMMAND (OR "HELP")
*PR

2=:, 1(0), 3(0), 4(0),
3=:;. 1(0), 2(0), 4(0), 5(7),
4=. 1(0), 2(0), 3(0),
5=:, 1(4),. 2(5), 3(6), 4(2),
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TYPE CYCLE COMMAND (OR "HELP")
*DL
ELEMENT NUMBER TO BE ERASED ?

*5
*0

TYPE CYCLE COMMAND
*PR

(OR "HELP")

1=> 2(0), 3(0), 4(0),
3(0), 4(0),

3=> 1(0), 2(0), 4(0),
4=> 1(0), 2(0), 3(0),

TYPE CYCLE COMMAND (OR "HELP")
*FI
A BREATH OF AIR (1)

HAS BEEN RELATED TO
AN OLD TENNIS SHOE (2)

WEIGHT ?
*7

A BREATH OF AIR (1)

HAS BEEN RELATED TO
A FIRE TRUCK (3)
WEIGHT ?

*8
A BREATH OF AIR (1)
HAS BEEN RELATED TO
A FEATHER (4)

WEIGHT ?
*9

AN OLD TENNIS SHOE (2)

HAS BEEN RELATED TO
A BREATH OF AIR (1)

WEIGHT ?

AN OLD TENNIS SHOE (2)

HAS BEEN RELATED TO
A FIRE TRUCK (3)
WEIGHT

*6

AN OLD TENNIS SHOE (2)

HAS BEEN RELATED TO
A FEATHER (4)

WEIGHT ?
*7

A FIRE TRUCK (3)

243
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HAS BEEN RELATED TO
A BREATH OF AIR (1)

WEIGHT 7
*0
A FIRE TRUCK (3)

HAS BEEN RELATED TO
AN OLD TENNIS. SHOE (2)

WEIGHT
*9
A FIRE TRUCK (3)
HAS BEEN RELATED TO
A FEATHER (4)

WEIGHT 7
*7
A FEATHER (4)

HAS BEEN RELATED TO
A BREATH OF AIR (1)

WEIGHT 7
*9
A FEATHER (4)

HAS BEEN RELATED TO
AN OLD TENNIS SHOE (2)

WEIGHT ?
*6
A FEATHER (4)

HAS BEEN RELATED TO
A FIRE TRUCK (3)

WEIGHT ?
*8

TYPE CYCLE COMMAND (OR "HELP")
*PR

4(9),
2=> 1(7), 3(6), 4(7),
3=> 1(0), 2(9), 4(7), ,--,

4=> 1(9), 2(6), 3(8),---. \

TYPE CYCLE COMMAND (OR "HELP")
*CH

ENTER A REACHES TO B, WEIGHT (3 NUMBERS)
*3,1,8
*0,0,0

TYPE CYCLE COMMAND (OR "HELP")
*PR
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1=> 2(7), 3(8), 4(9),
2=> 1(7), 3(6), 4(7),
3=> 1(8), 2(9), 4(7),
4=> 1(9), 2(6), 3(8),

TYPE CYCLE COMMAND (OR "HELP")
*RE

***CYCLE RESOLVED***
THRESHOLD==> 7

1_,

2=>
3=>
4=>

2(7),
1(7),
1(8),
1(9),

THRESHOLD MATRIX
3(8), 4(9),
4(7),
2(9), 4(7),

NUMBER *LINKS ELEMENTS PATH
1

....)< 4, 1 2
....) 2 3, 1 3<
3 3 3, ....)

A. '3
4 2 4, 1 4

3 4, 2 4
6 2 4, 3 4

TYPE CYCLE COMMAND (OR "HELP")
*TE ,

** FORTRAN ** CALL EXIT

NOTE: As in the ISMS-UD Program, a "CTRL C"
zeros when terminatin9 a CYCLE command.

---,1 <
1

,....

....

<....) 1

1 4
1 2
3 4

can be used

3

4

instead of

Also as with ISMS-UD, the above example is.a uetx simplified run of ,

the CYCLE Program. The user may wish to resolve the matrix several
times durin9 the session to obtain the threshold of resolution
desired. The commands maY also be executed in any logical order as
with the ISMS-UD commands.

C)
4.0 tdo
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User DELTA Charts

This attachment consists of DELTA charts that describe the user and machine

decision interactions that occur while operating ISMS. These DELTA charts are provided

for .both the programmer and the user in order to facilitate the installation and the use of

ISMS. At first glance, you might notice that the DELTA charts look like programming

flow charts. However, these charts do not document program flow. Instead, they

doCument the actions of both the user and computer at a typical ISM computer session,

therefore, the DELTA charts should be used only for instructional and system overview

purposes.

How to Read the DELTA Charts

The charts depict the flow of activities at .a typical ISM computer session. They

convey a great deal of information in a highly structured format and a relatively small

amount of space. This information includes activities, decisions, time flow, logic

connections, and who is responsible for each activity or decision.

Several symbols appear on the charts; these are explained and illustrated in the next

few paragraphs.* Activity boxes are the most common symbol used on the charts. An

activity box is divided into two parts; the lower part shows an activity and the top part

shows who is responsible for carrying out the activity. In ISM, either the tmer or the

computer is responsible for each activity.

USER/COMPUTER

Activiky

*This material is adapted from Warfield (1976, pp. 421-425).

Attachmerg



A decision box is similar to an activity box, but it only has one part. By answering

the question shown on the decision box, the user chooses among several alternatives paths

leading from the decision box to subsequent boxes.

Question

The OR box is interpreted as an "exclusive OR." One and only one of the preceding

activities or decisions can occur at a given time. The lines that join the various boxes

represent only the flow of time, except at the output Of a decision box where lines also

represent the various decisions that could be made. In that case, the lines are labeled;

usually with,either YES or NO.

OR
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ISMS-US FULL. TEXT QUERY FACILITY USE

USER

Initiates host
system text editor

I.....m

COMPUTER

Accepts texi line

OR

COMPUTER

Prompts for a user
input

USER

Types an element
text or editor
command

OR
COKPUTER

Proc sssss editor
command

YES

COMPUTER

Prompts for
command

USER
mmmmm.mw

Initiates MAKEIT

program

COMPUTER

Loads program and
bealns execution

.2 J.

HALT command? NO



YES

.1
.COHPUTER

Reads in text
record frogs editor

created file

Syntax errors?

COIVUTER

Writes query fit?

C011PUTER

Asks if user wants
to display any
eleuents

USER

Decides yes or no

011
COKPUTER

Displays elements

2

2

USER

Decided no



USING PROGRAM ISMS-UD

..OMPLTER

USER

Initiates ISMS-UD

program

COMPUTER

Loads Program and
begins xecution

Inquires if to
initialize ISM

compertn

USER

Responds with yes
or no

NO
Read. ISM from 4
permanent file

Initialize?

' YES

OR

COMPUTER

RoquaSto a command



/Request. matrix

operation

USER

Decides on command

OR

USER
41=1=1.1

LCOKPUTER

Performs operstion
and displays
results

Im...

Requests HELP

USER

COMPUTER

Presents a list of
valid commands and
their meaning

AMMEMOII=PIIN=1111

25,

4

USER

Terminates ISMS-U
program4



COMP 1ER

Ineulree ti
text quertee are

desired

Decides and types
yes or no

full cext queries
desired'

NO

tOMPVTER

inquiree it rela-
tionship being
modeled is

eubordinnie

De.ides and types
yes no

BO COMMAND

usn

Requests Bordering
operation

YES
First call to

any bordering
subrout ne?

41==%.
NO

COMPUTER

Reeds in freeing
clauses from
query file

5



COMPUTER

Types error
mesbage

USER,

Typed an element
number already in
ISM

111111,
COMPUTER

!pcil error

COKPUTER

Asks for next
element to border

USER

Types an element

number

OR

USER

Type. valid

element nusber

YES

COMPUTER

Checks to see if
test record xists
for user specified
element

Text record exist.
o for user specified

element?

YES

Full text queried
selected?

I OR I

COMPUTERIMINIIII=1MINN
Forme inference
opportunity matrix
(I0)

6



COKPUTER

Calculate best
question to slit

COMPUTER

Read question text
from query file

v.1
COMPUTER

Present full text
query and request
response

Full text gnarls.,
selected?

CUCPUTER

Present systbolic
query and request
response

USER

Decide on response

7

23
0



COMPUTER

Writes I3M matrix
onto permanent file

111111111M1111111111

[I:lculace Inference

d place In ISM
trill

OR

COKPUTER

COMPUTER

Zero rows and
columns of III used

In step above

all zeroes/

8



BOQ COMMAND

USER

Re:waste "ROQ"
opc!ation

YES

geremesellem
COMPUTER

MMOIMMMEIMb

Inquires if full
text queries are
desired

USER

Decides and types
V2i or no

F.11 text queries
desired"

NO

YES

Pivot call to I

any bordering
subroutines?

NO

COMPUTER

Reads ln framing
clauses from
query file

COMPUTER

Inquires If rela-
tionship being
modeled Is pub-

Decider and types

ye. or no

9
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+mmam.Ammmem-

COMPUTER

Types an error
message

USER

Typed an element
already in ISM

COMM

Asks for next
element number to
border

USER

Types an element

number

OR

COMPUTER

Types error
0000citi

AMMMIMMIK

USER

Types s valid
lement number

YES Full text queries

COMPUTER

Checks to se. le
text record exists
for user pecified
tlemAnt

MO Text record oxiatolYES
for user specified,

element?

selected?

CCitrUTIER

Forme inference
pportunity matrix
(10)

2 i)
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xemm.ems.meimp
COMPUTER

Types error
seemage

USER

OR

COH11,111

Asks user which
question to present

AmemEmwmgmel111

IDecide and type
question desired

USER

RequesteA a
question Already
An ttttt d (knferren

YES

USER

Requested an
unanewared

questionAwam

OR

1.1.?
COMPUTER

Read question text
froe query file

,11,517YR

meAA. Aer

Present full tem
qoery and request

response

Full text queries
selected?

.111=1111
NO

COMPUTER

Present yanolic
query end request
teeponse

USER

Requested automatic
queries

COMPUTER

Calculate best
question

-

110



12

ASIR

Decide on
responee

Weleek
USER.

Types an

USER

Types a

.110
COMPUTER

Writes ISM satrix
onto persanent
file

OR

COMTE*

Calculate infer-

nce and place in
ISM netrix

aBlIMMIN

COWLITER

Zero rave ano
column of III id

in otep above

YES 10 all 'zeroes?

NO

USER

Types "AB"
(abort)

ammommommilmmwm......1



DI COMMAND

USER

Rsquasts e levels

format dlaraph to
be printed

COMPLIER

Calculste hier-
archical reach-
ability matrix in

levela format

CO/OUTER

Calculates standar .

form matrix

COMPUTER

Calculates conden-
estiou matrix and
prints cycle sets

COKPUTER

Calculates skeleton
matrix

COM:PUTER

Prints each element

add ire connectivst
for each level

r.

I 3



D I S COMMAND

1 Requests a stages
format digraph to
be printed

COMPUTER

Calculates hier-

archical veach-
ability trix in

COMPUTER

Calculates stencilled

fors satrix

Minn

Calculats conden-
sation eatrix and
prints cycle este

CCSEPINER

Calculates skeleton
natril

COMPUTER

Prince each
siewmett and its
connectives for
each eta

l-

,2

14



ADD COMMAND

USER

Requests ADD
operation

OR

COMPUTER

Request added
element numbers

USER1=1
Inputs an lement
number

OR

COKPIJTER

Checks to maks au e

user specified
element isn't in

L1K

COMPUTER
Element already

Types error

in ISM?

COMPUTER

Add element into
ISM with no
ronnectives

I
r

15

USER

Typos s "0"

COMPUTER

Writes ISM matrix
onto permanent
file
slwwwwwwsws



WM COMMAND

usaa

Request's SLIM
operation

OR

COMPUTER

issue error
!MOW

OR

COMPUTER

Requests eliminated
clement numbers

USD

Inputs an element
number

OR

COMPUTER

Checks to make sure

user specified
element is in ISM

NoZo Element in ISM?

YES

coruouTta

liminete element
rom ISM matrix

2P ()

16

Types a

Immallemr.
COMPUTER

Writes ISM matrix
nto permanent
ile



AE COMMAND

usa

Requests Al
operation

COMPUTER

Types error
M481111118

OR

COMPUTER

Requests edges
to add

USER

Types element
numbers

/MY
OR

COMPUTER

Checks tor prosence
ot both elements in
ISM matrix

Roth elements in

ISM matrix?

YES

COMPUTER

Puts a "I" into
ISM to add edge

emsossoassisio

USER

Types

COMPUTER

Transitively closes
ISM matrix

COMPUTER

Writes ISM matrix
onto permanent
file



EE COMMAND

USER

Requests El

operation

..emsommmelexemome,
COMPUTER

Type error
11110111regs

Oft

catcrtrru

Requests edges

to eliminate

USER

Types element
numbers

miammeimsom,

COMPUTER

Checks for presence
of both elements in
ISM matrix

both elements in

ISM matrix/

YES

USER

Types

CM/OUTER

Writes ISM matrix
onto permanent
file



COMPVTER

Type error
message

COMPUTER

Types error

ge

COMPUTER

Checks to see if
elements aro in a
cycle

Elements in a
'(SI cycle?

NO

COMPUTER

Checks to see if
'elements are on
miinum edge

ALLALIPh

Elements on
inimum edge
digraph?

YES

COMPUTER

Checks it edge
from elements
exists on inimum
ed e di rs h

ge from elemette

ists on minimum
dee digraph?

264

19



PO COMMAND

USER

Requests "PO"

operation

4111=11191,.

OR

[

COMPUTER
IIIIMMM

Type error
moms.

OR

COMPUTER

Rogueing elements
to be pooled

Usu

Types lementa
to be pooled

LEMINENIMMIN,
COVUTER

Chear to see if
both elements ere
on ISM matrix

both lements in
ISM matrix?

YES

20

2

USER

Typed a "0"

COMMIX

Writes ISM matrix
onto permanent
file



COMPCIER
r000nenoweam.e.roem

Types error
message

mismosimmlamrairr
COMPUTER

Checks to see if
elements are on
SAIM4 level or
stele

Elements on the
No sem level or

stags?

CIMPUIER

Type error
seedless

YES

OR

COMPUTER

Request nay
index name

USER

Type new
index name

1101111111-

COMPUTER

Checks to see that
new index name is
not a duplicate

New index name a

duplicate?

10maripbromwrimmumn
NO

21
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EC COMMAND

, USER
aims.

Requests "EC"
operation

1.1111.0111=11111

OR

COMPUTER
11111111111.

Type error

Be

OR

COMPUTER

Request contracted
elements

USER

Types elegant
pair

/...

Checks to see it
both elements are
on ISM matrix

OR

COMPUTER

NO Both elements in
ISM matrix?

USER

Typed a "0"

COMPUTER
=14

Writes ISM matrix
onto permanent
file



cokrutri

Checks if elements
are directly con-
nected on minima
edge di re h

.1. Iam=1011 1
COMPUTER°"'\._-112

Type error
message

nowt@ directly
connected on the

'minim,. edge

digraph?

YES

aimmemmrs.

COMPUTER

Type error

Ii

OR

COMPUTER

Request. nay
index nada

USER

Types nay index
nava

COMPUTER

ecks to 'Nakamura
hat user hasn t
pecified s dupli-
ste index nem

yEs
New index name s

duplicate?

Q.5)

27
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COMPUTE:1

Contracts elements

25



CYCLE PROGRAM

USER

Initiates CYCLE

program

COMPUTER

Loads program and
begins execution

COMPUTER

Inquires if full
text queries are
to be used

l'SER

Decides and types
yes OT no

COWUTER

Inquires if
velghted matrix I.

to be initialised

USER

Decides end types

yes or no

26



L'SER

Typd "N"

altir-TE:4

wwwwwewe=wnwwwww..
Read ln wstgh:ed
matrix from
permanent flle

ANIIMENIMMIMINNIMENIIIN...1111

L2,9)

USER

Type "Y"

COMPUTER

Ask how many
c"-_1. elements

USER

Decl4es 4nd
type. number

COMPUTER

Checks to make'
sure numbet la
less then 51

Nuaber lees
than 517

NO
COMPUTER

YES

2H

27

Type error
message



COHPUTER

nquires lE 'regular

or user supplied
index est is

deaired

USER

LSER

Typo "N"

Requ

names Imo. user

COgPUTER
.....1

COMPUTER

Decides and types

yes or no

eot Index Maks index set

sequential

USER

Types lndsx needle

28



OR

COKPUTER

Writes weighted
matrix oato
permanent file

OR
mew

COMPUTER

1.."==."1
Requests a command

USER

Decides on s

Command

OR

USER

Performs operations
and prints results

USER

.......0
Types "HELP"

COMPUTER

Prints a list o
valid commands

29

USE

Types "TE"



Appendix to Volume 4:

Conducting Collective inquiry

COMPUTER IMPLEMENTATION OF

INTERPRETIVE STRUCTURAL MODELING

(Part Two)

Written by:

Raymond L. Fitz, S.M.
David R. Yingling
Joanne R. Troha
Karen O. Crim

University of Dayton

September 1979



Attachment No. 4

FORTRAN PROGRAMS FOR ISMS
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This attachment contains the listing of the FORTRAN IV programs

entitled Interpretive Structural Modeling Software (ISMS). Tapes

containing the listing of these programs can be obtained for a service

fee by writing:

Director
The Office of Computing Activities
University of Dayton
Dayton, Ohio 45469

4)c!
40,
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1 PRh(,RAm ISMSUO
Z C

4 C

3 C.

NOTICE
C

6 C S ALL RIGHTS RESERVED, NO PART OF THIS PROGRAM MAY BE SOLD,
7 C I REPRODUCED, STORED IN A RETRIEVAL SYSTEM, OR TRANSMITTED
g C IN ANY FORM UR BY ANY MEANS, ELECTRONIC, MECHANICAL,

C PHit)CjOYINC, RECORDING, OR OTHERWISE, WITHOUT THE
10 PRIOR PERml$SION OF THE
11 C UNIvERSITY OF DAYTON RESEARCH INSTITUTE.
12 C

11 C 111.********44,ssolis441414141.rnopoop*oposossio,parnswoolw*Siougligoipio*****

14 C

15 C I S MS U D

16 C INTERPRETIvE STRUCTURAL MODELING SOFTWARE UNIVERSITY OF DAYTON
17 C.

18 C WRITTEN BY: DAVID R. YINGLING, JR
C ENGINEERING AND PUBLIC POLICY GROUP

20 L. UNIVERSITY OF DAYTON
21 C DAYTON, ONIO 45469
22 C

23 C VARIABLE NAME DESCRIPTION
24 C

25 C N THE NUMBER OF ELEMENTS IN THE
26 C REACHABILITY MATRIX "RM".
27 C
28 C RM THE CURRENT REACHABILITY MATRIX
21 C
30 C INDEX THE INDEX SET OF "RM".
31 C

32 C NUMS

34 C

35 C ()

37 C

TYPE

A VECTOR USED TO COMMUNICATE
31 C SUBROUTINE GETNUM

LOGICAL VARIABLE WHICH WHEN .FALSE.,
36 C DENOTES FULL TEXT QUERIES, WHEN

TRUE., DENOTES SYMBOLIC QUER
38 L

39 C SUBREL LOGICAL VARIABLE WHICH WHEN .TRUE..
40 C DENOTES AN OPTIMIZATION OF THE
41 C TRANSITIVE BORDERING PROCESS IS TO
42 ( BE DONE, WHEN .FALSE., THE
43 c OPTMIZATION IS NOT ABLE TO BE DONE.
44 C

45 L TTYIN FORTRAN READ UNIT NUMBER FOR TELETYPE
46 C

47 C TTYOUT FORTRAN WRITE UNIT NUMBER FOR TELETYPE
48 C

49 C

50 C TxTWDS THE NUMBER UF MACHINE WORDS REQUIRED
51 C TO HOLD ONE OF THE ' PHRASES OF FULL
12 C TEXT QUERIES
13 C

44 C SYS
51 C

56 L
Sl

58 C

DIMENSION SIZES OF SYSTEM MATRICES. IT
IS THE THE MAXIMUM NUMBER OF ELEMENTS
THAT CAN BE HANDELED BY THE PROGRAM,
THIS VALUE IS SET RY THE PROGRAmMER
DEPENDING oN THE AMOUNT nr MEMORY

2 PI
1



59

61

62

63
64
65

66
67

68

L

C

C

L.

C

C.

C

C

AVAILABLE.

**COMMON BLOCK /FttEXT/

COMMON BLOCK /FTEXT/ IS USED WHEN FULL TEXT QUERIES
ARE SELECTED BY THE USER. IT CONSISTS OF 5 VECTORS
DIMENSIONED BY "TXTWUS". THE MAIN PROGRAM IS RESPONSIBLE
FOR READING IN IHE "FRAMING" CLAUSES INTU THE BLOCK IN
THE POSITIONS RI, R2, AND R3.

69 IMPLICIT INTEGERS2 (A-2)
70 tAIGKAL QTYPE, SUBR(L, FIRST, QST
71 LOGICA1..1 Rmil28,128)
71 DIMENSION INDEX(128)
73 INTEGER RO,DI,ELIMM,HE,TE,YUP,DIS,AE,EE,A4,P0,EC,ANSWER,R1,R2oR3
74 INTEGER LI,L2,UNUSE0,110Q,N,INDEX
75 DATA BO/211E306 01/2H01/, HE/4HHELP/, TE/2HiE/, YUP/1HY/ .

75 DATA DIS/3H0I5/, AE/2HAE/, EE/2HEE/, ELIMM(4HELIM/, ADO/3HADD/
77 DATA P0/14P0/, EC/2HEC/, 1100/3HBOO/
78 C

79 COMMON /FTEXT/ R1(160), L1(180), R2(160), 12(160), R3(160)
80 C

81 C THE BL4NK COMMON IS FOR THE U.D. SYSTEM ONLY....
82 C THE FORTRAN RUN TIME SUBROUTINES REQUIRE THE ASSOCIATED
83 C VARIABLE OF THE DEFINE FILE STATEMEW IN BLANK COMMON
84 C

85 COMMON UNUSED
86 SYS 128
87 NCHAR 4

88 TXTWDS 160
89 TTYOUT 2

90 TTYIN I

91 ()TYPE 2 .TRUE.
92 SABEL .FALSE.
91 FIRST 2 .TRUE.
94 gST = .FALSE.
95 C

96 C NEW SYSTEM I
97 C

98 WRITE(TTYOUT,101)
99 READ (TTYIN, 200) ANSWER

100 IF(ANSWER .EQ. YUP) GOTO 3

101 C

102 C SYSTEM MARTIX RESIDES ON A PERMFILE, READ IT IN
103 C

104 CALL 10(N,RM,INDEX,10,.TRUE.,SYS)
105 GOTO 3

106 C

107 C UPUATE PERMFILE EVERY TIME IN CASE OF TIME
108 C SHARING SYSTEM FAILURE
101 C.

IlD 4 CALL 10(N,RM,INDEX,10,.FALSE,,5Y5)
111 C

111 C ASK THE USFR FOR A Ismsun COMMAND
113 C

114 3 wRIT( ITTYOuT,103)
READ (TTYI4, 200) AUSWER

us C c, r, 2

t
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111
118
113
12D
121

12:
123
124
125
12S
121
123
127 L

IF(A.4lotpi EQ. do) GOTU 5

1FIANSOR .F4. DI) GOTO 6
IF(AiSoiR DISI GUTO 9

IT(P4SwER .E4. (LIMM) COTO 7

IF(ANSFR E4. HE) GJTO 8

IFIANSwER .(Q. Al) G9TO 10
1F(ANSwER El) GOTO 11

IFIANSNTR ADD) GOTO 12
IF(ANSwER P0) GOTO 13

IF1A1S0ER .E4. EC) GOTO 14

IFIANS*FR .14. 800) GOTO 16

IF(ANSwER .14. To) STOP

13) C. INVALID COMMAND
131 :

132 wR1TE(TTYOUT.104) ANSWER
133 GOT() 3

134 C

135 C.
o***.*****Aloo*o*****Alo*,*****,****ooloo*oo**********o***oolo*****oloo

115 C S TRANSITIVE FIORD RING
137 C. ***o**********.********41****ooso****.*****************************
138 L

13) 5 IF(.NuT. FIRST) GOTO 13

140 FIRST 2 .FALSE.
141
142 L FULL TEXT OUERIES
143 C

144 wRITE(TTYOUT,100)
145 READ (TTYIN, 200) ANSWER
145 ITIANSWER .NE. YUP) GOTO I

.47 L

148 C FULL TEXT QUERIES DESIRED
147 :

153 DEFINE FILE 8(999,160AU,UNUSED)
151 C

15? C.
oolooNOTE**otio

153 C THE RECORD Stu FOR THE ABOVE DEFINE FILF STATEMENT SHOULD
154 C BE EQ.JAL TO "TXTWDS".
155 C

155 FIND(8'2)
157 QTYPE .FALSE
158 READ(8'2) (RI(I),1111,TXTWDS)
15? PFAD(8'3) (R2(l),P11.TXTWDS)
16) READ(814) (R3(I),I21,TXTWDS)
161 C.

162 . SUBORDINATION RELATION ?
16)
164 1 wRITE(TTYOUT,106)
165 R(AD (TTYIN. 200) ANSWER
165 IFIAN5wER .EQ. YUP) SUBREL ,TRUE.
167 C

168 15 CALL BOROFR(N,RH,INDEX,TTYIN,TTYOUT,QTYPErSUBREL,QST,TXTWDS,SYS)
15? chT .FA15F.
17) GOO 3

171 L

172 C

171 C DISPLAY DIGRAPH IN LFVF1S
174 (.



175
176
177
178
179

130
181
18?
183
184

C

C

C

C

C

C

C

6

9

CALL DIGLEV(N,RMANDEX,TTYOUT,SYS)
GOTO 3

4144414,$$$$$$$$44441444144$44444444444154141444144444041141*******$$$$$#$$$$

DISPLAY DIGRAPH IN STAGES

CALL DIGSTG(N,RMANDEX,TTYOUT,SYS)

185 C RE-READ NIRM, AND INDEX BECAUSE STAGES ROUTINE
185 C HAS USED THEM FOR CRATCH AREAS
167 c

158 CALL 10(NARMPINDEXPIOP.TRUE.PSYS)
189 Go%) 3

191 C

191 C $011$$$$4414141$111414141.41041414,0144.4141.1114111141.41.41414141001414MAIM444441.114141111141410401$

192 L 5 ADD AN FDGE
193 C ******************************************************************
194 C

195 10 CALL ADEDGE(N,RM,INDEXPTTYIN,TTYOUT,SYS)
195 GOTO 4

197 C

198 C 51114450141410411114414441415414154141M$4141554144041*****4144**0144$444441411140414110*555

199 C ER ASE AN EDGE
200 C ******************************************************************
201 C

202 11 CALL !REDGE(N,RM,INDEX,TTYIN,TTYOUT,SYS)
203 GOTP 3

204 C

205 C $4111141044111$4141414141414444414110410,11444,4105015415541441114455011*$5***************11141

206 C 5 EL !MINA TE AN EL EMENT
207 C ******************************************************************
208 C

209 7 CALL ERASE(NoRMANDEX,TTYIN,TTYOUTPSYS)
210 GOTD 4

211 C

212 C. ******************************************************************
213 C ADD AN ELEMENT
214 C *********1********************************************************
215 C

216 12 CALL ADOEL(N,RM,INDEX,TTYIN,TTYOUT,SYSI
217 GOTO 4

218 C

219 C ******************************************************************
220 C P CI 0 L ELEMENTS
221 C *******************0**********************************************
22? C

223 13 CALL POOLIN,RM,INDEXOTYINPTTYOUTASY5)
224 GOTO 4

225 C

226 C 5$$$5*#*55$$$41$.410,444,541,04,$10,05*5.10.01,1104,1044.110414144,11105iwp**********10.1

221 r s CONTRACT ELEMENTS
228 ******************************************************************
229 C

230 14 CALL ELCONT(N,RMANDEX,TTYINoTTYOUT/SYS)
231 GOD 4

232 C 1

2S )



231
234
235

L

:

$$$$$$$$$$ $$$$$

8,00E8 WITH rung OwN QuiwIES

21s 16 ST . .TAuF.
237 (AM 5

236 L

21? HELP mESSACE
24) C

241 8 NRITE(TTYJuT,105)
242 (#11Trl 3

241 c

244 C. FORMATS
245 c

245 100 FoRmAT(34H-FuLL TExT QUERIES DESIRED ? (YIN))
247 101 FuAmtrli9H NEw SYSTEM 7 (Y/N)1
248 103 FORMAT(311'4 TYPE ISMS-Up cmD 1 (OR "HELP"))
24? 104 FORHAT(14H-S$SERRORrn .A4,27H <--INVALID ISms-uu E0mMAND/45H IF
250 IN Duu8T TYPE "HELD', FuR (.IST OF COMMANDS)
251 105 FORMAT(1H-/IH-,5x,34HISMS - U0 COMMANDS/1H-,3X,
252 .8HEM6EDING/IH0,4X,32HBO - TRANSITIVE BORDERING mETHOD/
233 .0(00H800 - TRANSITIVE BORDERING WITH SELECTABLF QUERIE5/1H-,3X,
254 +10mDISPLAYING/IH0,4x,33H0I - DISPLAY MINIMUM EUGE DIGRAPH/10X,
255 18mI4 A LEVELS FORMAT/1140,3x,34HDI5 - DISPLAY MINIMUM EDGE DIGRAPH
256 ./10x,16HIN A STAGES FORMAT/1H-,3X,20HSUBSTANTIVE AMENDING/IHOOX,
257 +18HADO - ADO ELEMENTS/IH0,2X,Z,HELIM - ELIMINATE ELEMENTS/IH0,4X,
258 +30HAE - ADD EDGES IRELATIONSHIPS//10X,27HON THE MINIMUM EDGE DIGRA
259 .PN/1N0,4X,32HEE - ERASE EDGES (RELATIONSHIPS)/10x,27HON THE MINIMU
260 .m EDGE 01GRAPN/IN-,3)015HFORMAT AMENDING/1H0,4X,18NPO - POOL ELEME
261 NTS/IH0,4X,27HEC - ELEMENTARY CONTRACTION/1H-.,3X,IIHTERMINATION/
262 1H0,4x,30HTE - TERMINATE ISMS-UD PROGRAM/11H...**NOTE***/1H0,2X,
263 +26HHELP - REPRINTS ABOVE LISTI
264 106 FORMAT(32H SUBORDINATION RELATION ? (Y/N) )

265 200 FORMAT(A4)
266 END



1

2

SUBROUTINE BURDER1N.MAT.INDEX,TTYIN,TTYOUT.QTYPEASUBREL,QST,
O(TWD1005YS)

L

4 C

5 C THIS SUBROUTINE WILL EMBED AN ELEMENT INTO ',MAP,
6 C UTILIZING THE TRANSITIVE BORDERING ALGORITHM DEVELOPED

C BY OR. JOHN WARFIELD.
C

9 C

10 C WRITTEN 8YI DAVID R, YINGLING, JR.
II C ENGINEERING AND PUBIIC POLICY GROUP
12 C UNIVERSITY OF DAYTON
13 C DAYTON. OHIO 45469
14 C

15 C VARIABLE NAME DESCRIPTION
16 C.

17 C N THE NUMBER OF ELEMENTS IN "MAT", UPON
18 C COMPLETION OF THIS SUBROUTINE,
19 : "N" "N" 1 .

20 C

21 C MAT THE CURRENT REACHABILITY MATRIX MODEL
22 C

23 C INDEX INDEX SET OF "MAT"
24 c

25 C TTYIN PoRTRAN READ UNIT NUMBER FOR TELETYPE
26 C

27 C TTYOUT FoRTRAN WRITE UNIT NUMBER FOR TELETYPE
28 C

29 C QTYPE THE QUERY TYPE SWITCH, IF OTYPE
30 C ,TRUE., SYMBOLIC WERItS ARE USED,
31 C IF QTYPE *FALSE.. FULL TEXT QUERIES
32 C ARE USED.
33 C

34 C SUBREL THE SUBORDINATION RELATIONSHIP SNITCH,
35 C IF THE EMBEDDING RELATIONSHIP IS
35 C SUBORDINATE, AN OPTMIZAT1ON CAN BE
37 C MADE THAI REDUCES THE NUMBER OF
38 C QUESTIONS REQUIRED TO EMBEDD
39 C ELEMENTS, IF .FALSE,. THIS
40 C OPTMIZATION IS Nur LINE.
41 C

42 C DST LOGICAL VARIABLE IF WHEN ,TRUE.,
43 C THE USER IS ABLE ro SELECT HIS
44 C OWN QUESTIONS. WHEN .FALSE..
45 c QUESTIONING IS AUIOMATIC
46 C

47 C

48 C TXTWDS THE NUMBER OF WORDS REQUIRED TO
49 C HOLD ONE OF THE 5 PHRASES OF
50 C FULL TEXT QUERIES.
51 C.

5z C SYS DIMENSION SIZES OF SYSTEM MATRICES
53 C

54 C

55 C

55 C FLAG DENOTES ROWS/COLS qF "PHI" WHICH HAVE
57
55

C

C.

C.) '

BEEN ZEROED oUT At, A RESULT OF THE
SEARCH/ZERO OUT FoluTINES



53
63 C PHI THE TRANS\ITIVE BORUERING INFERENCE
61 C OPPORTUNITY MATRIX
6? C

63 C Z SCRATCH VECTOR USE0 IOR PHI ZERO OUT
04 C ROUTINE
65 C

65 C DIMPH1 THE DIMENSION OF 1HC CURRENT
67 C PHI MATRIX
68 C

69 C Z/Z LOGICAL SWITCH VAR1AOLE
73 C

71 C

72

73
C

C

"*NOTE****
THE DIMENSION SIZES OF "PHI", "Z", AND "FLAG" SH(IULD BE

74 C SET EQUAL TO 2*"SYS",
75 C

76 IMPLICIT INTEGER*2 (A-Z)
71 INTEGER NOPE,YUP,A8ORT,ANSWER,R1,R2,R3oL1,L2,RECORD,UNUSEDO
78 INTEGER INDEX, K
79 LOGICAL ()TYPE, SUBREL, FOUNDI, FOUND2, OST, QSTI
80 LOGICAL*I FLAG12561, Z(256), PHI(256,250), MAT(SYS,SYS), Ui
81 DIMENSION INDEX(SYS), NUMS(2)
82 DATA MOPE/1HW, YUP/1HY/, A8ORT/210B/
83 C

84 COMMON /FTEXT/ R1(160), L1(160), R211601, L2(160), R3(160)
85 C

86 C THIS BLANK Cowin IS FOR THE LI,D. SYSTEM ONLY
87 C

88 COMMON UNUSED
89 C

90 C INITIALIZE EVERYTHING
91 C

92 OST1 C1ST

93 3? LOMPHI N * 2
94 QST QST1
93 C

96 DO 1 011,DIMPHI
97 FLAG(1) JALSE,
98 Z(I) ,FALSE.
99 DO 1 J81,DIMPHI
100 PHI(I,J) FALSE.
101 1 CONTINUE
102 C

103 C MAKE SURE SIZE OF ""SYS"" ELEMENTS IS NOT EXCEADED
104 C

105 !FIN 1 .LE..SYS) GOTO 2

106 WRITE(TTYOUT,103) SYS
107 ,^ATO 3

108 C

109 C ASK INTERACTIVE USER FOR NEW ELEMENT NUMBER
110 C

111 2 wRITE(TTYOUT,100)
112 CALL GETNUM(NUMS,1,TTYIN,TTYOUTO
113 1NDFX(N 1) NUMS(1)
114 1F(INDEX(N 4 1) .EQ. 0) GOTO 3

115 1F(N .EQ. 0) GOTO 35
116 C

2)

UDVER2



117
118
119
120

C

C

C

CHECK TO SEE IF USER SPECIFIED AN ELEMENT ALREAUY
IN THE SYSTEM MATRIX

CALL FINDITINANDEX(N + 1),JolobINDEX,FOUNDI,F(IUND2,SYS)
121 IF(FOUND1) GOTO 5
122 35 IF(QTYPE) GUTO 6
123 C

124 C FULL TEXT OPTION ON. MAKE SURE THIS
125 C TEXT RECORD IS ON RANDOM TEXT FILE
126 C

127 RECORD = 1NDEX(N + 1) 4
128 READ(8'RECORD,ERRs36) (1.1(1),IIBI,TXTWOS)
129 GOO 6

130 36 WRITE(TTYOUTo102) INDEXIN + 1)
131 GOTO 2

132 C

133 C ALL OK, BEGIN XITIVE BORDERING
134 C 1. FORM PHI MATRIX
135 C

136 C

137 C A

138 C

139 C PHI
140 C T
141 C AA A A
142 C

143 6 CONTINUE
144 IF(N 0) GOTO 33
145 5Y52 2 4 SYS
146 CALL T8PHI(N,MAT,PHIoDIMPHIoSUBRELoSYS2oSYS)
147 C

148 C WE NOW HAVE AN INFERENCE OPPORTUNITY MATRIX
149 C

150 C 2. DO MIN/MAA PROCEDURE TO FIND THE Z (ZPOINT) WITH
151 C THE MOST INFERENCE.
152 C

153 7 CONTINUE
154 IF(OST) GOTO 37
155 CALL FINDZIDIMPHIoPHI,ZPOINToFLAG,SYS2)
156 43 CONTINUE
157 C

158 C SINCE WE NOW HAVE THE 1 (ZPOINT) WITH THE MAXIMUM INFERENCE
159 C POTENTIAL, ASK THE USER THE RELATION OF THIS ELEMENT WITH THE
160 C ADDED ONE.
161 C

14)2 C IF ZPOINT IS GREATER THEN No A "Y" QUESTION IS TO BE ASKED
161 C
164 C IF ZPOINT IS LESS THAN OR EQUAL TO No AN "X" QUESTION
165 C IS TO BE ASKED
166 C
167 RELATE ZPOINT
168 IF(ZPOINT oGT. N) GOTO 0
169 C
170 C ASK THE "X" QUESTION AND CHECK
171 C
172 9 CALL QUEST(INDEX(RELATE),INDEXIN + 1),TTYOUT,CYFE,TXTWDS)
173 READITTYIN,200) ANSWER
174 WRITE(TTYOUTo106) ANSWER 2:;t)



175 1F1ANSNER .EW. ABOR1) GUTO 31
175 1rIANS NE. YIJP ANO. ANSWER ./4(. NOFE) G010 10
177 /ZZ
178 ir(ANsw(R . YUP) GUTO 11
171 Coln 12

183 11 Z1Z .FALSE.
181 £010 13
182 :

181 C ERROR MESSAGE
184 C
185 10 wRITE(TTYOUT.104)
186 GOTO 9

187 c
'tee c AsK THE -y- QUESTION ANO CHECK
189
190 8 RELATE ZPOINT N
191 14 CALL ClUESTIINDEX(N 1),INDEX(RELATE),TTYOUT,QTYPE,TXTWDS1
192 READ(TTYIN,200) ANSWER
193 WRITE(TTYOUT,106) ANSWER
194 IF(ANSWER .EQ. ABORT) COTO 31
195 IF1A14SWER .NE. YUP .AND, ANSWER .NE. MOPE) GUM 15
196 ZZZ .FALSE.
197 IF(ANSWER .EQ. YUP) COTO 16
196 COTO 12

199 16 ZZZ ,TRUE.
200 GOTO 13
201 C
202 C ERROR MESSAGE
203 C
204 15 wRITE(TTYOUT,104)
205 COTO 5

206 C
207 C COME HERE WHEN THE QUESTION WAS ANSWERED NO,
208 C
209 C IF ZZZ .TRUE., "X" QUESTION ASKEDSEARCH ROW'OF PHI
210 C
211 C IF Zit X .FALSE.,"Y" QUESTION ASKED-SEARCH COL OF PHI
212 C
213 12 IF1.NOT. 2221 COTO 17
214 GOTO 18
215 C
216 C COME HERE WHEN THE QUESTION WAS ANSWERED YES
217 C
218 C IF ZZZ .FALSE,."X" QUESTION ASKED-SEARCH COL OF PHI
219 C
220 C IF ZZZ ,TRUE,, "Y" QUESTION ASKED-SEARCH COL OF PHI
221 C
222 13 IFA.NOT. Z221 COTO 17
223 C
224 C SEARCH ROW OF PHI FUR INFERENCE TO BE ENTERED WO "MAT
225 C
226 18 DO 19 JI1,DIMPHI
221 IF1.NOT. PHI1ZPOINT,J11 COTO 19
228 ICTR2 2 J

229 1rcicTR2 .GT, N) !MU = ICTR2 N
230 C
231 IF(J .LE. N) GOTO 20
232 C.

291 9



233 MAT(N 1,10112) .TMUE.
234 GOTO 21
235 C
236 20 MAT(ICTR2,N 1) *FALSE.
237 C
238 21.FLAG(J) .TRUE.
239 - Z(J) .TRUE.
240 19 CONTINUE
241 GOTO 25
242 C
243 C SEARCH COL OF PHI FOR INFERENCE TO BE ENTERED INTO "MAT"
244 C
PO 17 DO 22 Ia1,0104PNI
246 IF(.NOT. PHI(IPZPOINT)) GOTO 22
247 ICTR2
248 IF(ICTR2 GT. N) 1CTR2 ICTR2 N
249 C
250 IF(I .LE. N) GOTO 23
251 C
252 MAT(N 1PICTR2) .FALSE.
253 GOTO 24
254 C
255 23 MAT(ICTR2PN 1) *TRUE.
256 C
257 24 FLAG(I) a .TRUE.
258 1(1) a ,TRUE.
259 22 CONTINUE
260 C
261 C PHI MATRIX ZERO OUT ROUTINE
262 C
263 25 00 26 1111000FM
264 IF(.NOT. Z(I)) GOTO 26
265 C
266 DO 27 J81,DIMPHI
261 PHI(I,J) .FALSE.
268 PHI(J,I) FALSE.
269 27 CONTINUE
270 26 CONTINUE
271 C
272 C' TEST FLAG VECTOR FOR ALL TRUE.
273 C IF SO, ALL ROWS/COLS OF PHI ARE ZEROALGORITHM
274 C IS COMPLETERETURN
275 C
276 C IF NOT ALL .TRUE., ZERO OUT NECESSARY VECTORS
277 C AND GO AGAIN.
278 C
279 C
280 DO 28 161,DIMPHI
281 IFI.NOT. FLAGIIII GOTO 29
282 28 CONTINUE
283 C
284 C COME HERE WHEN PHI IS NULL
285 C
286 33 N N I

287 MAT(M,N) TRUE.
288 C
289 C SAVE NEW MATRIX ON PERMFILE IN case OF TIMESHARING FALIURE
290 C

2fl In



291 CALL 1U(N.MAI,INOiX$10,.TALSE.PSYS)
292
293 C KEEP BUROERING UNTIL USER TYPES A "0" FOR NEW (LENT NUMBER
294 C
295 GOTO 3?
296 '3 RETURN
29?
298 C ERROR MESSAGE
299 L
300 5 wRIT(ITTYOUT$101) INDEXIN 1)

301 GOTO 2

302 C

303 C PHI STILL HAS SOME ONES IN IT
304
305 29 DO 30 ITI.DIMPHI
306 2(I) .FALSE.
307 30 CONTINUE
308 C
309 C GO AGAIN !

310 C
311 GOTO 7

312 C
313 C COME HERE WHEN USER HAS ABORTED BORDERING SEQUENCE
314 C
315 31 WRITE(TTYOUT,105) INDEXIN 1)

GOTO 3

317 C
318 C *444411414141M41**411144,4441410MMII
319 C ASK YOUR OWN QUESTIONS CODE
320 ,C 4141410Wititill$44414141WW411411411111141

321 C

322 37 WRITE(TTYOUT,107)
323 CALL GETNUM(NUMSP2PTTYINoTTYOUT)
324 C
325 C RESET TO AUTOMATIC QUERIES 1
326 C
327 IFINUMS(1) .11, 0 .0R. NUMS(2) .L.E. 01 GOTO
328 C
329 C ONE OF NUMBERS TYPES MUST BE EQUAL TO INDEX(N 1)
330 C
331 IFINUMS11) .ME. INDEXIN 1) AND. NUMS(2) .NE. INDEXIN 1))
332 GOTO 38
333 C
334 C NEXT CHECK IS JUST IN CASE USER TRIES SOME FUNNY STUFF
335 C
336 IFINUMS(1) .EQ, INDEXIN 1) .AND. NUMS(2) .EQ. INDEX(N 1))
337 GOTO 37
338 C
339 C WE KNOW THAT ONE OF THE NUMBERS READ IN IS THE NEW ELEMENT
340 C BEING ADDED. FIND OUT WHICH ONE IT IS AND SEE IF OTHER
341 C NUMBER TYPED IS IN SYSTEM INDEX
342 C
343 IFINUMS(1) .EQ, INDEXIN 1)) GOTO 39
344 C
345 C IF WE MAKE IT HERE, SECOND NUMBER TYPED IS NEW ELEMENT.
346 C !IE IF FIRST ONE IS IN SYSTEM INDEX
34? C
348 K 1

29 Z;



349 42 CALL FINDITIN,NUMS(K),J,I,J,INDEK,FOUNOWOUND24YS)
350 IF(FOUN01) GOTO 40
351 C
352 C ERROR MESSAGE, ONE OF NUMBERS TYPED IS NOT IN SYSTEM INDEX
353 C
354 WRITEITTYOUT,108) NUMSIK)
355 GOTO 37
356 C
357 C RESET BACK TU AUTOMATIC QUERIES
358 C
159 41 QST .FALSE.
360 WRITE(TTYOUT,110)
361 GOTO 7

362 C
363 C ERROR MESSAGE, ONE OR THE OTHER OF THE NUMBERS TYPED MUST BE THE
364 C . NEW ELEMENT BEING INTRODUCED INTO SYSTEM
365 C
366 38 WRITE(TTYOUT,109) INDEXIN.. 11
367 GOTO 37
368 C
369 C IF WE MAKE IT HERE, FIRST HOUR IS NEW ELEMENT.
370 C SEE IF SECOND TYPED IS IN SYSTEM INDEX
371 C.
372 39 K 2

373 GOTO 42
374 C
375 C . NOW CHECK TO MAKE SURE THAT useR HASN'T' EITHER ALREADY
376 C ANSWERED THIS QUESTION OR INFERED THE ANSWER
377 C
re 40 ZPOINT I

379 1F(K .EQ. 2) ZPOINT DOM N
380 IF(.NOT, FLAGIZPOINTI) GOTO 43
381 C
382 K N 1

383 CALL FINDIT(KAUMS(1),NUMS(2),I,J,INDEK,FOUNDWOUND2,SYS)
384 1F(MAT(I,J)) GOTO 44
385 WRITE(MOUT,111) NUMS(1), NUMS(2)
386 GOTO 37
387 44 WRITE(TTYOUT,112) NUMS(1), NUMS(2)
388 . GOTO 37
389 C
390 C FORMATS
391 C
192
393
394
395
396
397
390
399
400
401
402
401
404
405
406

100 FORMAT(42H-.TYPE NEXT ELEMENT NUMBER OR 0 FOR BREAK 11)
101 FORMAT(12H-4**ERRORM,15,24H ALREADY IN SYSTEM INDEX)
102 FORMAT(29H-***ERROR4** TEXT FOR ELEMENT,I5,17H NOT IN TEXT FILE%
103 FORMAT(62H-***NOTEM NUMBER OF ELEMENTS HAS REACHED COMPUTER'S LI

sWIT OF,I5/24H "BO" COMMAND TERMINATED)
104 FORMAT(46H-440ERROPP6* INVALID RESPONSE TO LAST QUESTION)
103 FORMAT(42H-sooNOTE114* BORDERING SEQUENCE FOR ELEMENT,I5,17H HAS BE

EN ABORTED)
106 FORMAT(IH,,2X,A2)
107 FORMAT(SSH WHICH ELEMENTS TO BE COMPARED ? (TYPE 0 FOR AUTOMATIC))
108 FORMAT(12H-411,SERRDRM,15,20H NOT IN SYSTEM INDEX)
109 FORMAT(12H-00ERRORM,I5,28H MUST BE ONE OF THE ELEMENTS)
110 FORMAT(43H 0 ACKNOWLEDGED, BEGINING AUTOMATIC QUERIES)
III FORMAT(64H-SORRy, THIS QUESTION HAS BEEN EITHER ASKED ALREADY OR F

ILLE0 BY/10H INFERENCE,)5,2H Ro15,5H NO)

2D



401 112 FUARATIS4.1-SuRRy, THIS QUESTION HAS BEEN EITHER ASKED ALREADY Uk F
408 ILLED 8Y/104 INFFRENCE,I5,2H R,15,6H YES)
409 200 FORWATIA2I
410 ENO

295



1 SUBROUTINE FIND2(DIMPHI,PHI,IPOINT,FLAG.5Y52)
2 C

3 C THIS SUBROUTINE RETURNS THE 2 (LPOINT) WITH THE MAXIMUM
4 C INFERENCE POTENTIAL GIVEN A PHI MATRIX
5 C

6 C WRITTEN BY: DAVID R. YINGLING, JR,
7 C ENGINEERING AND PUBLIC POLICY GROUP
8 C UNIVERSITY OF DAYTON
9 C DAYTON, OHIO 45469

10 C
11 C VARIABLE NAME DESCRII.TION
12 C
13 C DIMPHI THE CURRENT DIMENSION OF "PHI".
14 C
15 C THE TRANSITIVE BORDERING INFERENCE
16 C OPPORTUNITY MATRIX.
17 C
18 C 2POINT
19 C
20 C
21 C FLAG VECTOR DENOTING ROWS/COLS OF "PHI"
22 C WHICH HAVE BEEN SET TO ALL /EROS
23 C
24 C SYS2 DIMENSION SIZES OF SYSTEM MATRICES
25 C
26 C
27 C
28 C mIN
29 C
30 C
31 C VI
32 C
33 C
34 C VI
35 C
36 C
37 C
38 C
39 C
40 C 011**NOTEP***
41 C THE DIMENSIONS OF "MIN", "VI", "V2", "2" SHOULD BE SET
42 C EQUAL TO "SYS2".
43 C
44 C
45 IMPLICIT INTEGER*2 (14-.1)
46 LOGICAL*1 PHI(SYS2.SYS2), I(256), FLAGISYS2)
47 DIMENSION MIN(256), V1(256). V2(256)
40 C
49 C CALCULATE THE SET SEI V
50 C
51 C DETERMINE v (1) AND V (II FOR 2(1)
52 C 1 2

53 C WHERE: V (I) IS THE NUMBER OF I's IN COL I OF PHI
54 C
55 C V (I) IS THE NU48ER OF l'S IN ROW I OF PHI

THE ROW/COL OF "PHI" WHICH
HAS MAXIMUM INFERENCE POTENTIAL

SCRATCH VECTOB CONTAINING THE
MIN24V1.V21 SET

VECTOR CONTAINING THE NUMBER OF ONES
OF THE COLS OF "PHI",

VECTOR CONTAINING THE NUMBER OF ONES
OF THE ROWS OF "PHI".

DENOTES MEMBERS OF THE VI SET

56 C 2

37 C
50 DO I "i'l,DIMPHI

29 ";



5)
63
61
62
61

V2(1) a 0

IF(FLAGII)) GUIO 1

vI(11 I VI5(T(PHIIIPOIMPI)IPSYS2)
Y2(I) V2SETIPHIllODIMPHIO5YS2)

64 1 CONTINJE
.65 C

65 L 0E7ERMI4E THE SET VI
67 C

68 C V' 2 MAx2(MiN2IVI,V2)1
69 C

70 C FIND MIN2(V1,112)
71 C

72 2 DO 3 121,0IMPHI
73. .11N(1) 2 0
74 IFIFLAG(11) GOTO 3

75 mIN(1) 8iN2(V1(1),112(1))
76 3 CONTINUE
77 C

78 C GET MAX2(MIN2(V1,V2) 1
7? C.

80 4 BIGGER 2 MIN(1)
81 ZPOINT 2 0

82 DO 5 121,DIMPHI
83 IF(FLAG(1)1 GOTO 5

84 816 MAX2(BIGGER,MINII1)
85 IF(BIG .GT. BIGGER) CALL 2ER(2.1.SYS2)
85 IFfBIG .LE. MIN(1)) Z(I1 .TRUE.
87 IF(BIG .GE. BIGGER) BIGGER BIG
as 5 CONTINUE
89 C

90 c NOW FIND SET OF V, FOR WHICH
91 C VI V2 IS A MAXIMUM
92 C

93 9 BIGGER 1 0

94 DO 10 121,DIMPHI
95 IF(.NOT. 1(11) GOTO 10
96 BIG MAX2(V1(1) V2(I),BIGGER1
97 IF(BIG ...E. BIGGER) GOTO 10

98 BIGGER = BIG
99 MINT .

100 10 CONTINUE
101 11 RETURN
102 END

29"
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1 SUBPJUTINE T8PMI(N,A,PHI,DIMPHI,5UREL,5Y52,5YS)
2 C

3 C THIS SUBROUTINE FORMS THE TRANSITIVE BORDERING INFERENCE
4 C OPPORTUNITY MATRIX
5 C

6 C WRITTEN,BY: DAVID R. YINGLING, JR.
7 C ENGINEERING ANC PUBLIC POLICY GROUP

C UNIVERSITY OF DAYTON
C DAYTON, OHIO 45469

10 C

11 C VARIABLE NAME DESCRIPTION
12 C

13 C N THE NUMBER OF ELEMENTS IN "A".
14 C

15 C A THE CURRENT MODEL MATRIX
16 C

17 C PHI OUTPUT INFERENCE OPPORTUNITY MATRIX
16 C

19 C DIMPHI THE CURRENT DIMENSION OF 01PHIP.
20 C

21 C SUBREL SUBORDINATION RELATIONSHIP SWITCH.
22 C IF THIS VALUE IS .TRUE., A SPECIAL
23 C PROCEDURE IS PERFORMED ON THE "PHI"
24 C MATRIX. IF ,FALSE., NO SPECIAL
25 C PROCEDURE IS DONE.
26 C

27 C SYS2 DIMENSION SIZES OF "PHI" AND
28 C ASSOCIATED MATRICES
29 C

30 C SYS DIMENSION SIZES OF SYSTEM MATRICES.
31 C

32 C

33 INTEGERS1 IAZI
34 INTEGER N
35 LOGICAL SUIIREL
36 LOGICALS1 AISYS,SNS/, PHIISYS2,SYS2/
37 C

38 C

39 C FORM THE INFERENCE OPPORTUNITY MATRIX PHI IN IWO STEPS
40 C

41 C 1. FORM NI
42 C

43 C A 0
44 C

45 C "NI" *
46 C

47 c B A

48 C

49 C -T
50 C WHERE: 5 s A IF A TRANSITIVE RELATIONSHIP IS USED.
51 C

52 C T
53 C B A +IIFATRANSITIVE AND SUBORDINATION RELATIONSHIP
54 C IS USED,
55 C

56 C 2. MULTIPLY ON "NI" TO OBTAIN PHI
57 C

58 C A 0

2 93 16



61
61

62

63

C

C

:

:

"PHI"

ABA A

64 C. DO ST(P 1

65 C

65 00 1 Iml.N
67 DO I J1PN
68 C

61 C PUT "A" ON UPPER LEFT OF "NIW
70 C

71 PH1(1,J) A(1,J)
72 C

73 C PUT "A" ON LOWER RIGHT OF "NI"
74 C

75 PHI(I Mr.) N1 A(I,J)
76 C

77 C PUT "B" ON LOWER LEFT OF "Nlm
78 C

79 PHI(I NAP NOT. A(.1,1)
80 1 CONTINUE
81 C

82 C SEE IF USER WANTS SUBORDINATION RELATION.
03 C IF YES, ADO "I" TO "B" SECTION.
84 C IF NO, SKIP AROUND AND CONTINUE PROLESSING.
85 C

06 IF(.NOT. SUBREL) GOTO 2

87 DO 3 Isl,N
88 PHI(I N=I) .TRUE.
09 3 CONTINUE
90 C

91 C DO STEP 2
92 C

93 C FIRST MULTIPLY "B" TIMES "A" AND STORE IN "0" AS FIRST OPERATION
94 C

95 2 DIM N 4 1

96 C

97 DO 4 1,61.N
90 DO 4 J21,N
99 C

100 PHI(I,J N1 .FALSE.
101 C

102 DO 4 Kl.N
103 PHIII,J P PHI(I,J N) 40R, IPHI(I+N,K) ,ANDI PHIIK+N,J+N))
104 4 CONTINUE
105 C

106 C NOW MULTIPLY "A" (LEFT OF "0") TIME!, THE PRODUCT STORED IN
107 C "0" AS SECONO OPERATION. STORE THAT PRODUCT INTO ITS CORRECT
108 C LOCATION (ABA).
109 C

110 DO 5 1,1,N
DO 5 J=1,N

112 C

113 PHI(I N,J) .FALSE.
114 C

115 DO 5 K=1,N
116 PH1(1 N,J) PHI(I N,J) 0R. (PHI(I,K) ,ANO. PHI(K,J04))

2 9 "() 17



117
118 C
119 C
120 C
121
122
123
124
125
126

5 CONTINUE.

AS FINAL OPERATION, LAP

00 6 11,1,N
00 6 J201N,0INPNI

I ,FALSE.
6 CONTINUE

RETURN
ENO

0011 SECTION BACK TO ZEROS

Twj
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1 INTEG( R FUNCTION vISEIS2(PHI,J,01)0111,sr 2)
2 C

3 4 TH1,5 FuNCTION SUJRROGRAM COMPUTES THE NUMBER oF
C UMES IN COL "J" AF PHI..

5 C
r,

6 C wRITTFN Dr: DAVID R. YINGLING, JR
7 C ENGIN(ERING AND RO3LIC POLICY GROUP
8 C UNIVERSITY OF DAYTON

C DAYTON, OHIO 45469
10 C

IMPLICIT I1TEGEFte2 1A-Z)
12 L0f,ICALs) PHI(SY52,SYS2)
13 VISET 0

14 DO 1 Im1,01mPHI
15 IF(PHI( I,J)) VISET a V1SET + 1

16 1 CONTINuE
RETURN

IR END

19



1 INTEGER FUNCTION V2SET*21PHI,I,DIMPHI,3YS21;
2 C

a C THIS FUNCTION SUBPROGRAM COMPUTER THE NUMBER 0F
C ONES IN ROW "1" OF PHI.
C

6 c WRITTEN BY1 DAVID R. YINGLING, JR
7 C ENGINEERING AND PUBLIC POLICY GROUP
0 C UNI"TISITY OF DAYTON

OHIO 45409
10 C

IMPLICIT IN
12 LOGICAL*1
13 v2SET 2 .

14 DO I Ja'.

15 V2SET * 1

16 I CONTINUE
11 RETURN
18 END



1 SUOPUJIINE JIGLEVIN,MATRIX,INDEXITTYUUT,SYSI
2 C

3 L THIS SUBROATINE WILL DISPLAY THE DIGRAPH OF "mAIRIX" IN A
(. LEVELS FORMAT

5 C

C. wRITTE4 BY: DAVID R. YINGLING, JR,
C ENGINEERING AND PUBLIC POLICY GAWP

8 C UNIVERSITY OF DAYTON
C DAYTON, UHIO 45469

13 C
11 c, VARIABLE NAKE DESCRIPTION
12 C

13 N THE NUMBER OF ELEMENTS IN "MATRIX"
14 C

15 C MATRIX REACHABILITY MATRIX TO BE DISPLAYED
16 C

17 C INDEX THE INDEX SET OF "MATRIX"
18 C

19 C TTYUUT nORTRAN WRITE UNII NUMBER FOR
20 c TELETYPE
21 C

22 C SYS DIMENSION SIZES Oh SYSTEM MATRICES
23 C
24 C

25 C
25 C NC THE NUMBER OF ELEMENTS IN THE
27 C CONDENSATION MATRIX
78 C ,

29 C MATRXX SCRATCH MATRIX FOR.LEVELS ROUTINE
30 C
31 C INDXX SCRATCH INDEX VECIOR FOR LEVELS
32 C ROUTINE
33 C
34 C LEVELS SCRATCH VErTOR DENOTING THE NUMBER
35 C OF ELEMENTS ON EACH LEVEL,
36 C LEVELS(I) NUMBER OF ELEMENTS ON
37 C LEVEL $1.
38 C

39 C NLEVEL THE TOTAL NUMBE fl LEVELS
40 C.
41 C

42 C WNOTE414k41
43 C THE DIMENSIONS OF "MATIXX", "INDXX", AND "IEVELS" SHOULD BE
44 C EQUAL TO "SYS".
45 C

46 C
41 IMPLICIT INTEGER*2 IA.q/
48 INTEGER N, INDEX, INDXX, NC
49 DIMENSION INDEX(SYS), INDXX(128), LEVELSI128I
50 LOGIEALM1 MATRIX(SYS,SYS), MATRXX(120,128)
51 C

52 C CHEEK FOR ERROA
53 C
54 !FIN .LF. 0/ COTO 1

55 c

56 C STEP 1---REARRANGE "MATRIX" INTO HIERARCHIAL HIHM PUT
57 C RESULT IN "MATRXX" AND "INDXX".
50 C

2 1

3 0 3



59
60 C
61 C

62 C
61
64 C
65 C

CALL NIERCN(N.MATRIX,IND(XPMATRXX,INDXX,NLEVEL,LEVELS,SYS)

STEP 27--PUT "MATRXX" INTO STANDARD FORM

CALL STANIN,MATRXX,INDXX,NLEVEL,LEVELS,SYS)

STEP 3---COMPUTE CONDENSATION MATRIX OF "MATRXX" - LEAVE
66 C RESULT IN "MATRXX",
67 C
68 NC N
69 CALL CONDEINC,MATRXX,INDXXPLEVELS,TTYOUT,,TRUE.,SYS)
70 C
71 C COMPUTE NONREDUNDANT ADJACENCY MATRIX (SKELETON MATRIX)
72 C
73 CALL SKLTN(NC,MATRXX,SYS)
74 C
75 C PRINT LEVELS FORMATTED DIGRAPH
76 C
77 CALL DISPLVINC,MATRXXPINDXXPLEVELS,TTYOUTPSYS)
78 . RETURN
79 C
80 C ERROR MESSAGE
81 C
82 1 WRITEITTYOUT0100)
83 RETURN
84 C
85 C FORMAT
86 C
87 100 FORMAT(42W-***ERROR44$ NO STRUCTURE CURRENTLY EXISTS)
83 END

A

30



subRout I a DISPLVINSKLTN,INDEXILEVELSOTYOUTSYS)
2 C

3 C THIs SuBRouTINE PRINTS A LEVEL FORMATTED DIGRAPH FROM
4 C THE INPUT SKELETON MATRIX,
5 L

5 C wRITTEN Br: utivID R. YINGLING, JR,
7 ENGINEERING AND PUBLIC POLICY GROUP
8 L UNIVERSITY OF DAYTON
9 C. DAYTON, OHIO 45469

13 C

11 C VARIABLE NAME DESCRIPTION
C

11 C N NUMBER OF ELEM(NTs IN THE INPUT
14 C SKELETON MA,TRIA
15 C

16 C SKLTN INPUT SKELETON MATRIX
IT C

18 C INDEx INDEX SET OF "SKLTN".
19 C
20 C LEVELS INPUT VECTOR DENOTING THE NUMBER
21 C OF ELEMENTS ON EACH LEVEL.
22 C LEVELS(1) NUMBER OF ELEMENTS ON
21 C LEVEL M I.
24 C
25 C TTYOUT FORTRAN WRITE UNIT NUMBER FOR
26 C TELETYPE.
27 C
26 L SYS
29 C
30 C
31 C

.32 C LIST
33 E

34
35 C
36 C LEVEL THE CURRENT LEVEL N4MBER
37 C
38 C ROH THE ROW OF THE LAST ELEMENT THAT
39 C IS ON LEVEL 0 LEVEL,
40 C
41 C COUNT
42 C

43 C
44 C

45 C THE DIMENSION OF "LISP, SHOULD BE EQUAL TO "SYS".
46 C
47 C
48 IMPLICIT INTEGER+2 (A-Z)
49 INTEGER N, INDEX
50 DIMENSION INDEXTSYST, LEVELSISYS), LIST(128)
51 LOGICALS1 SKLTNISYS,SYS)
52 C

51 C INITIA1I2E PROCEDURE
54 C

55 I 1

56 LEVEL 0
57 Rnw
58 C

DIMENSION SIZES OF SYSTEM MATRICES

SCRATCH VECTOR FOR LEVELS PRINTOUT.
"LIST" CONTAINS THE ELEMENT NUMBERS
FOR PRINTING ON THE TELETYPE.

, THE NUMBER OF ELEMENTS IN "LIST",

305
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59
60

C

C

PRUCESS NEXT LEVEL

61 1 LEVEL LEVEL 1

62 ROW a ROW LEVELS(LEVEL)
63 WRITE(TTYOUT,100) LEVEL
64 C

65 C IF THIS IS THE FIRST LEVEL, DO SPECIAL PROCESSING
66 C

67 2 IFILEVEL .EQ. 1) GOTO 3

68 C

69 C PROCESS ELEMENT MI I.
TO .0

71 C
72
73

74
75

76 C

FIND ALL ELEMENTS THAT ELEMENT MI REACHES TO

COUNT 0

!MINUS' I 1

DO 4 J01,IMINUS
IF(.NOT. SKLrN(I,J)) GOTO 4

77 C FOUND ONE, PUT INTO "LIST" FOR PRINTOUT
78 e

79 COUNT COUNT 1

80 LIST(COUNT) " INDEX(J)
8). 4 CONTINUE
82 C

83 C ALL DONE PROCESSING ELEMENT 1, PRINT OUT LINE
84 C

05 WRITE(TTYOUT,).01) INDEX( I), (LIST( II),1101,COUNT)
86 C

17 C POINT TO NEXT ELEMENT
88 C

19 5 I I 1

90 C

91 C ARE WE DONE PRINTING THE DIGRAPH 37?
92 C

93 IFTI .GT. N) RETURN
94 C

95 C ARE WE DONE WITH THIS' LEVEL ON DIGRAPH MI
96 C

97 !F(! .EQ. ROW) GOTO 1

98 GOTO 2
99 C

100 C SPECIAL PROCESSING FOR FIRST LEVEL
101 C

102 3 WRITE(TTYOUT,102) INDEX(1)
103 GOTO 5

104 C

105 C FORMATS
106 C

107 100 FORMATI1H,10X,IIHLEVEL NO. #13/1H0)
108 101 FORMAT(11X,I5,3H g>,18i7(j5,1Hr)/20X))
109 102 FORMAT(14X,I5)
110 END



SO4RjjTINE HIERLHIN.INR(A,INDAIN,REAHPINDKH,NL,LEVELS,SYS)
2 C

3 C THIS SJBROUTINE REARRA:4GEt A REACHABILITY MATRIX INTu A
LEIB. URIENTED HIERARCHIAL REACHABILITY MATROl.

5 C

6 C

7 C VARIABLE NAME DESCRIPTION
8 L

9 C. INDXI4 VECTOR CONTAINING THE INDEX SET oF
13 C THE INPuT REACHABILITY MATRIX,
11 C
12 C INuxm VECTOR CONTAINING THE INDEX SET OF THE
13 C OUTPUT HIERARCHIAL REACHABIL1TV MATRIX
14 C

-15 C FLAG LOGICAL VECTOR WHICH DENOTES ELEMENTS
16 C THAT HAvE ALREADY BEEN PROCESSED. IF
17 C FLAG(I) TRUE.. ELEMENT l HAS BEEN
le C PROCESSED.
19 C
20 C LEVELS VECTOR CONTAINING THE NUMBER OF
21 C ELEMENTS ON EACH LEVEL. LEVELS(I)
22 C NUMBER OF ELEMENTS ON LEVEL MI.
23 C
24 C TEMP SCRATCH VECTOR USED BY LEVELS
25 c PARTITION ALGORITHM,. IT HOLDS THE
26 C ELEMENTS THAT ARE ON THE CURRENT LEVEL
27 C
28 C 1NREA INPUT (ARGUMENT) REACHABILITY MATRIX
29 C
30 C REAH OUTPUT (RESULTANT) HIERARCHIAL
31 C REACHABILITY MATRIX
32 C
31 C N NUMBER OF ELEMENTS IN BOTH INPUT
34 C REACHABILITY MATRIx AND OUTPUT
35 C HIERARCHIAL REACHABIL1TY MATRIX
36.0
37 C. NEAP NUMBER OF ELEMENTS ALREADY PROCESSED
38 C
39 C NEL NUMBER OF ELEMENTS ON CURRENT LEVEL
40 C
41 C NL NUMBER OF CURRENT LEVEL
42 C
43 C SYS DIMENSION SIZES OF SYSTEM MATRICES
44 C
45 C *4041*NOTE414141$

46 C THE DIMENSIONS OF "TEMPI* AND "FLAG" SHUuLD BE EQUAL TO
47 C "SYS".
48 C
49 IMPLICIT INTEGER*2 (A-Z)
50 INTEGER N, INDXIN, INDXH
51 DIMENSION INOXINISYS/, INDXHISYS/0 LEVELS(SYS), TEMP(128)
52 LOGICALS1 INREAISYS,SYSI, REAHISYS,SYS/r FLAG(128)
53 C
54 C COPY INREA INTO REAH : INITIALIZE FLAG
55 C
56 DO 1 II,N
57 FLAG(I) .FALSE,
58 DO I JI,N

3 ty
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59 REAHII,J) 9.1NREA(I,J)
60 1 CONTINUE
61 C

62 C INITIALIZE LEVELS PARTITION ALGORITHM
63 C
64 NL 0

65 NEAP 0.

66 C
67 C BEGIN LEVCLS PARTITION ALGORITHM
68.'C

69 C THIS ALGnRITHM REARRANGES INDXIN ACCORDING TO A LEVELS
70 C PAMITION. THE RESULT IS IN INDXH,
71 C
72 2 NL NL 1

73 NEL. 0
74 C
75 C FIND AN ELEMENT TO PROCESS
76 C
77 DO 3 I1,74
78 IFIFLAGII)) COTO 3

79 C
80 C TEST TO SEE IF THE REACHABILITY SET (R) IS A
81 C SUBSET OF THE ANTECEEDENT SET (A) FOR THIS ELEMENT

. 82 C
83 DO 4 J.1,74
84 IFIREAH(I,J) SAND. .NOT, REAH(Js1)) DOTI 3
85 4 CONTINUE
86 C
87 C COME HERE IF R WAS A SUBSET OF A
88 C
89 NEL NEL 1

90 INDXH(NEAP NEL) INOXIN(I)
91 TEMPINEL) I

92 3 CONTINUE
V3
94

NEAP NEAP NEL
LEVELS(NL) NEL

95 C
96 C FOUND ALL ELEMENTS ON CURRENT LEVEL (NO.
97 C BLANK ROW AND COL ON REAH FOR ALL ELEMENTS ON THIS LEVEL.
98 C.
99 DO 5 101,NEL

100 TEMPI TEMP(I)
101 FLAG(TEMP1) * *TRUE.
102 DO 5 ..1111,74

103 REAH(TEMPI,J) @FALSE.
104 REAHIJ,TEMPI) .FALSE.
105 5 CONTINUE
106 C
107 C CHECK TO SEE IF ALL ELEMENTS HAVE BEEN PROCESSED
108 C
109 IF(NEAP ,LT, N) GOTO 2

110 C
111 C COME HERE WHEN ALL ELEMENTS HAVE BEEN PROCESSED,
112 C LEVELS PARTITION ALGORITHM IS NOW COMPLETE, BEGIN TO
113 C CONSTRUCT A LEVELS PARTITIONED H1ERARCHIAL REACHADILITY
114 C MATRIX BASED ON INDXH.
115 C
116 C EXCHANGE ALL ROWS FIRST 309ING TO INDXH



117
11,
117
12D
121 7

Ui 6 1-l.4
00 7 J.1,4
IFlINOIIII) .EQ. INUXIM(J)) GOTO 8
C04114ca

122 C

123 8 DO 6 101,4
124 REAH(1.1(1 INREA(J,x)
125 CO4TINUE
125 C

127 C COPY RE4H INTO 1NREA. THIS IS A NECESSARY STEP, DO NOT
128 C YAKE OUT !!!!!
12) C

130 DO 9 121,N
131 DO 9 .1311N
132 INREAII,J1 = RERHII,J1
133 cONfINUE
134 C

135 C wE PRESOTLY HAVE A MATRIX IINREA1 WHICH IS INDEXED ON THE
136 C ToP BY INDxH AND DoWN THE SIDE BY INDXIN. REARRANGE THE
137 C COLS SO THEY ALSO ARE INDEXED BY INDXH, LEAVE RESULT IN
138 C REAH.
139 C

140 DO 10 ITI,N
141 DO 11 J=1,N
142 IFIINDx4(1) E0. INDXIN(J)1 GOTO 13
143 11 CONTINUE
144 C

145 13 DO 10 xml,N
146 REAH(K,I) INRECK,J)
147 10 CONTINUE
148 C

149 C IN ITS PRESENT FORM, INREA, FOR ALL PURPOSES OTHER THAN
150 C THIS SUBROUTINE, IS SCRAMBLED, COPY REAH INTO INREA TO
151 C SOLVE THIS PROBLEM.
152 C

153 00 14 111,N
154 INDXINII1 INDXH(I)
155 DO 14 JuloN
156 INREA(I,J) u REAHII,J)
157 14 CONTINUE
158 C

159 RETURN
160 ENO

3 0
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1 SUBRPUTINE STAN(N,MATRIX,INDEXALEVFL,LEVELS,SYS)
2 C

3 C THIS SUBROUTINE CONVERTS AN INPUT HIERARCHIAL REACHABIL:TY
4 C MATRIX (MATRIX) INTO ITS STANDARD FORM.
5 C

6 C EDITED BY1 DAVID R. YINGLING, JR.
7 C ENGINEERING AND PUBLIC ,'OLICY GROUP

C UNIVERSITY OF DAYTON
9 C DAYTON, OHIO 45469
10 C
11 C

12 C VARIABLE NAME DESCRIPTION
13 C
14 C N NUMBER OF ELEMENTS IN INPUT MATRIX
15 C
16 C MATRIX 1NPUT/OUTPUT HIERARCHIAL REACHABILITY
17 C MATRIX.
18 C

19 C INDEX INFOribUfiUT INDEX SET OF "MATRIX".
20 C
21 C LEVELS INPUT VECTOR DENOTING THE NUMBER OF
22 C ELEMENTS ON EACH LEVEL. LEVELS111
23 C THE NUMBER OF ELEMENTS ON LEVEL 111
24 C
25 C NLEVEL THE TOTAL NUMBER OF LEVELS \
26 C
27 C SYS DIMENSION SIZES OF SYSTEM MATRICES
28 C
29 C
30 C
31 C NONES NUMBER OF ONES COUNTED
32 C
31 C ENO ENDING SUBSCRIPT FOR LEVEL 01'
34 C

35 C START STARTING SUBSCRIPT FOR LEVEL 01
36 C
37 C
38 IMPLICIT INTEGER*2 (AZ)
39 INTEGER No INDEX
40 . ,DIMENSION INOEX(SYS), LEVELS(SYS)
41 LOGICAL*1 MATRIX(SYS,SYS), SNIT
42 C
43 C CHECK FIRST TO MAKE SURE ALL NON-CYCLE ELEMENTS
44 C ARE UPPERMOST ON EACH LEVEL
45 C
46 END 0
47 DO 1 IgIALEVEL
48 START END 1

49 END 2 END LEVELS111
50 C
51 C IF THE NUMBER OF ELEMENTS ON LEVEL NI IS TWO OR
52 C LESS, NO RE-ADJUSTMENT IS NECESSARY
53 C

54 IF(LEVELS(I) .LE. 2) GOTO 1

55 C
56 C FIND AND MOVE NON-CYCLE ELEMENTS UP ON MATRIX IF NECESSARY
57 C
58 DO 1 II2START,END 3 1 3



53
63
51

LAST
DO 1 ROw*START,END
'iONES 0

62 :

6) Di 2 COLBSTART,END
64 IFIMATRIxtRjw,COL/L NONES NON(S 1

65 2 CW4TINvJE
65 C

67 C CHECK TO SEE IF ELEMENT NROW HAS LESS ONES THAN
68 C L4ST ELEMENT CHECKED
63 C

73 IFiNONES .LT. LAST) CALL SOITCH(N,MATRIX,INDEXpROW,SYS)
71 IFINONES .(E. LAST) LAST a NONES
72 1 CONTINUE
73 C

74 C ALL NON-CYCLE ELEMENTS ARE AT THE BEGINING OF LEVELS
75 C PARTITION. NOW GROUP THE CYCLES TOGETHER.
76 C

77 NMINUS a N 1

78 3 SWIT .FALSE.
77 C

80 C CHECK FOR ONES ABOVE MAIN DIAGONAL
81 C

82 DO 4 IsloNMINus
83 IPLUS I 1

84 DO 5 PIPLUSoN
85 IF(.NOT. MATRIX(I,J)) GOTO 5

86 C

07 C COME HERE IF A ONE ABOVE THE MAIN DIAGONAL IS FOUND
Oa C

89 C CHECK TO SEE IF IT IS NEXT TO DIAGONAL ONE--IF SO,
90 C DON'T SWITCH BECAUSE OF THE WAY THE "SWITCH" SUBROUTINE
91 C WORKS. IF NOT, SWITCH THAT ELEMENT I.)) WITH ELEMENT J-1.
92 C

93 6 JMINUS J - 1

94 IFII .EQ. JM1NUS) GOTO 4

95 C

95 CALL SWITCH(N,MATRIX,INDEX,J,SYS)
97 SWIT .TRUE.
98 J J 1

99 GOTO 6

100 5 CONTINUE
101 4 CONTINUE
102 C

103 C IF ANY SWITCHING WAS DONE, WE NEED TO CHECK AGAIN
104 C OTHERWISE RETU!IN.
105 C

106 IF(SWIT) GOTO 3

107 RETURN
108 ENO

31i
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1 SUBROUTINE SWITCHIN,MATRIX,INDEX,ROW,SYS/
2 C

3 C THIS SUBROUTINE WILL SWITCH THE ROW AND COL Of "ROW" WITH
4 C THE ROW AND COL OF "ROW" 1.
5 C

6 C .1ED BY: DAVID R. YINGLING, JR.
7 C ENGIVERING AND PUBLIC POLICY GROUP

C UNIVOISITY OF DAYTON
9 C DAYTON, OHIO 45469
10 C
11 C

12 C VARIABLE NAME DESCRIPTION
13 C
14 C N THE TOTAL NUMBER OF ELEMENTS IN
15 C "MATRIX".
16 C
17 C MATRIX INPUT MATRIX TO BE SWITCHED
18 C
19 C INDEX INDEX SET OF THE INPUT MATRIX
20 C
21 C ROW THE SUBSCRIPT OF THE MATRIX TO BE
22 C SWITCHED.
23 C
24 C SYS DIMENSION MEE OF SYSTEM MATRICES
25 C

26 C-----
27 C
28 C OTHER THE OTHER ROW TO BE SWITCHED. ALWAYS
29 C EQUAL TO "ROW" 1

30 C
31 IMPLICIT INTEGER*2 IA-1/
32 INTEGER No INDEX, ITEMP
33 DIMENSION INDEXISYS/
34 LOGICAL*1 MATRIX(SYS,SYS)e TEMP
35 C
36 OTHER ROW ... 1

37 C
30 C SWITCH THE ROWS
39 C
40 DO 1 Ig1oN
41 TEMP a MATRIX(ROW,I)
42 MATRIXIROW,I/ MATRIXIOTHER,I)
43 MATRIXOTHER,I) TEMP
44 1 CONTINUE
45 C
46 C SWITCH THE COLS
47 C
40 DO 2 I'1,N
49 TEMP MATRIX(I,ROW)
50 MATRIX(I,ROW), HATRIX(1,0THER)
51 otATRIX(IrOTHER) TEMP
52 2 CONTINUE ,
53 C
54 C SWITCH THE INDEX SET
55 C
56
57
50

!TEMP INDEX(ROW)
INDEX(R1v) INDEXCOTHER)
INDEX(OTHER) * ITEMP

3 1
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1 SumROUTINE CUNDEIN,MATRIX,INDEX,LEVELS,TTYOUT,TYPE,SYS)
2 C

3 L THIS SUBROUTINE TAKES THE INPUT HIERRRCHIAL REACHABILITY MATRIX
4 C IN STANDARD FoRm AND REDUCES EACH MAXIMAL CYCLE SET INTO A
s C SINGLE PROXY ELEMENT -- THEREBY FORMING THE CONDENSATION MATRIX,
6 C

7 C EDITED BY: DAVID R. YINGLING, JR,
C ENGINEERING AND PUBLIC POLICY GREW

9 C UNIVERSITY OF DAYTON
tO C DAYTON, OHIO 45469
11 C

12 C VARIABLE NAME DESCRIPTION
13 C
14 C N THE NUMBER OF ELEMENTS IN THE INPUT
15 C MATRIX, UPON COMPLETION OF THIS
16 C SUBROUTINE, THE NEW VALUE OF N WILL
17 C REFLECT THE ELEMENTS DELETED.
19 C

19 C iATRIX THE INPUT STANDARD FORM MATRIX/OUTPUT
20 C CONDENSATION MATRIX
21 C

22 C INDEx THE INDEX SET OF NMATRIX",
23 C
24 C LEVELS INPUT VECTOR WHICH CONTAINS THE
25 C NUMBER OF ILEMENTS 0 EACH LEVEL.
26,C LEVELSIII NUMBER DF ELEMENTS ON
27 C LEVEL 1.
26 C
29 C TTYOUT FORTRAN WRITE UNIT NUMBER FOR
30 C THE TELETYPE
31 C
32 C TYPE LOGICAL VARIABLE WHICH WHEN *FALSE.
33 C SUPRESSFS THE PRINTING OF CYCLES AT
34 C THE TELETYPE. WHEN.TRUE., CYCLES
35 C ARE PRINTED
36 C
37 C SYS DIMENSION OF SYSTEM MATRICES
38 C
39 C
40 C
41 C LIST A SCRATCH VECTOR OF DIMENSION "SYS"
42 C THAT HOLDS THE INDEX NUMBERS OF THE
41 C CYCLE SET BEING OPERATED ON.
44 C

46 C
COUNT

CYCLE SET BEING OPERATED ON.
45 C THE NUMBER OF ELEMENTS IN THE CURRENT

47 C
411 C POSITN THE POSITION TALLY IN THE 1,LEVELsw
49 c VECTOR,
50 C
51 C *****NOTE""
52 C THE DIMENSION OF "LIST" SHOULD BE EQUAL TO "SYS".
53 L
54 IMPLICIT INTEGER*2 (A-I)
55 INTEGER N, INDEX
56 DIMENSION INDEXISYS), LEVELSISYSJy4LI3T11281
57 LOGICAL TYPE 0 di
56 LoGICAL*1 MATRIXWS,SYSI



5)

6)
01

62

,

7

C

C

(HEN FAR A U4E ABOVE TH( MAIN DIACONAL 1F1N(3 A CYCLE)

63 1 I

64 1 COJNJ .

05 , USW) a 11DEx(1)
06 1

67 1F(.411. MATRIX(I.J)J GOTO
68

6) C A ONE 445 FOuNTWPUT THAT ELEMENT INTO CYCLE PRINTOUT LIST
73 C ANO THEN ELIMINATE FRUM THE MATRIX.
11 C

7) 2 COUNT COUNT 1

73 LIST(COUNT) 1NDEX(J)
74 (ALL ELIMIN.mATRIXANOEX,J,SY,S)
75 C

76 C. NO0 REDUCE NUMBE OF ELEMENTS ON LEVEL.WHERE AN ELEMENT
C WAS JUST ELIMINA O.

75 C

79 OOSITN 2 0
83 DO 3 II21,N
81 POSIYN POSITN + LEVELS(:1)
82 iF(PosiTN .GE. J) GOTO 4
83 3 CONTINUE .

84 C

85 4 LEVELS(11) LEVELS(11) - 1

85 C

8/ C ANY MORE ELEMENTS IN THIS CYCLE SET???
88 C

59 IF(MATRIX(1) .AND. J .LE. N) GOTO 2
C

91 C WRITE. CYCLE OUT 70 TELETYPE
92 C

93 IF :TYPE) WRITE(T7YOUT/100) (LIST(III) , III81,COUNT)
94 3 I1+ 1
95 (F(1 N) GOTO 1

96 RETURN
97 C

98 C FORMAT
99 C

100 100 FORMAT(IIHO CYCLE ON.2X.1311ut14,1H0/13X))
101 END

315
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1 SUBROUTINE ELIMIN,MATRIXPINCEA*DELETE*SYS)
2 C

3 C THIS SUBROUTINE ELIMINATES hN ELEMENT FROM A GfVEN
4 C INPUT MATRIX.
5 C

6 C EtITED BYv DAVID Rs YINGLING* JR.
7 C ENGINEERING AND PUBLIC POLICY GROUP

C UNIVERSITY OF DAYTON
9 C DAYTON* OHIO 45469
10 C-
11 C VARIABLE NAME DESCRIPTION
12 C
13 C N NUMBER OF ELEMENTS IN "MATRIX", UPON
14 C COMPLETION OF THIS ROUTINE* THE NEW
15 C VALUE OF "N" WILL REFLECT THE ELEMENT
16 C DELETED.
17 C
18 C MATRIX THE INPUT/OUTPUT MATRIX
19 C

21 C
20 C INO_X THE INDEX SET OF "MATRIX".

22 C DELETE THE SUBSCRIPT OF "MATRIX" TO BE
23 C ELIMINATED,
24 C
25 C SYS DIMENSION SIZE OF SYSTEM MATRICES
26 C
27 IMPLICIT INTEGER*2 (AZ)
.20 INTEGER No INDEX
29 DIMENSION INDEX(SYS)
30 LOGICAL*I MATRIX(SYS,SYS)

1 31 C
32 C CHECK FOR 'DELETE" .E(I. TO LAST LOGICAL POSITION ON "MATRIX"
33 C
34 NMINUS N 1

35 IF(DELETE .E(1. N) GOTO 1

36 C
37 C MOVE ALL COLUMNS BELOW "DELETE" OVER BY 1

31 C
39 DO 2 ROWISDELETE*NMINUS
40 ROW2 ROHL I

41 C
42 DO 3 COLuloN
43 MATRIX(ROWI*COL) MATRIX(ROW2,COL)
44 3 CONTINUE
45 C
46 C MOVE ALL ROMS BELOW "DELETE" UP BY 1

47 C
49 DO 2 ROW01,N
49 MATAIX(ROW,ROW1) MATRIX(ROW,ROW2)
50 Z CONTINUE
31 C
52 C FIX UP INDEX SET
53 C
54 DO 4 ROW1*DELETE,NMINUS
55 ROW2 POW1 4. 1

56 INOEX(ROW1) INDEX(ROW2)
57 4 CONTINUE
58 C 316



5)
01
61
62
6)

SU41RACT ANL FRIN "m" Tu REFLECT 0ELET101

1 4 is Nm1105
RETURN
ENO

n 4/1

e



2 C

SUBROUTINE SKLININ,MA(RIK,SYS)

3 C THIS SUBROUTINE CONVERTS THE INPUT MATRIX 1NTu A
4 C NONREDUNDANT ADJACENCY MATRIX (SKELETON MATRIX)
5 c

6 c THIS ALGoRITHM IS SIMILAR TO THE ONE DESCRIRED BY
C

c

R.K. SHYAMASUNDAR, "BOOLEAN MATRIX METHOD rOR THE
CONSTRUcTION OF HIERARCHIAL GRAPHS", IEEE 1RANSACTIONS

9 C
10 C

ON SYSTEMS, MAN, 'AND CYBERNETICS, VOL.SMC-8, NO. 2,
FEBRUARY, 1978.

11 C

12 C EDITED BY: DAVID R. YINGLING, JR.
13 C ENGINEERING AND PUBLIC POLICY GROUP
14 C UNIVERSITY OF DAYTON
15 C DAYTON, OHIO 45469
16 C
17 C VARIABLE NAME DESCRIPTION
18 C
19 C N NUMUER OF ELEMENTS IN "MATRIX.
20 C
21 c MORtx INPUT/OU1 r MATRIX TO BE CONVERTED
22 C
23 C SYS DIMENSION SIZES ro, SYSTEM MATRICES
24 C
25 IMPLICIT INTEGER*2 IA04/
26 INTEGER N
27 LOGICAL*I MATRIXISYS,SYSI
28 C
29 NM1NUS N - I

30 DO 1 Ie2,NHINUS
31 IMINUS I - 1

32 DO 1 J*1,IMINUS
33 C
34 C CHECK REACHABILITY OF NODE J TO NODE I

35 C
36 IF(.NOT. MATRIX(I,J)) GOTO 1

37 C
38 C ADD ALL NODES TO ROW J THAT CAN BE REACHED FROM NODE. I
39 C
40 !PLUS 1 1

41 DO I KIIIPLUS,N
42 MATRIXIK,JI MATRIX(K,J1 .AND, .NOTt MATRIX(K,I)
43 I CONTINUE
44 RETURN
45 END

31d



2

3

.

SOdR:WIra /LIW.WUR,I,SYS2)

THIS SUBROoTINE ZEROS OUT All PREVIOUSLY
4 : FLAGED 4A*IMUMS

5 4R1141 RY: DAVID 01, YINGLING, JR
7 ENGINEERING AND PUBLIC POLICY GROUP
8 UNIVERSITY OF DAYTON
4 C DAYTON, OOIO 45469

ID C

IMPLICIT INT(GER.2 (A-Z)
12 LOGICALS1 V(CTORISYS2)
13 C

14 II * I - I

15 DO 1 J*1,II
16 VECTOR(J) 2 FALSE.
17 I CONTINUE
IB RETURN
11 ENO

37



1

2 C

3 C

4 C

SUB800,INE QUES1(ELIPEL2,TTYOUT,QTYPE.TXT10;)

71415 SU84OUTINE DISPLAYS EITHER FULL TEXT
OR SYMBOLIC QUERIES

C

6 c 'WRITTEN BY: DAVID R. YINGLING, JR
7 C ENGINEERING AND PUBLIC POLICY GROUP
8 C UNIVERSITY OF OAYTON
9 C DAYTON, OHIO 45469

AO C
11 IMPLICIT INTEGER (A-1)
12 INTEGER*? ELIPEL2.TTYOUT,TXTWDS
13 LOGICAL QTYPE
14 DIMENSION BLOCK(1300),BUFFER(256)
15 EQUIVALENCE (BLOCK.R1/
16 COMMON /FTEXT/ R1(160), L1(160), R2(160), L2(160)s R311601
17 COMMON UNUSED
18 DATA CRLF/115152551/, INI7121525250C/
19 C

20 C *****NOTE***41
21 C THE DIMENSION OF "RI", "LI", "R2"s "1.2", "R3" SHOULD BE
22 C EQUAL TO "TXTIODS".

C

24 C THE DIMENSION OF "BLOCK" SHOULD BE EQUAL TO "TXTMOS * 5.0".
25 C
26 C
27 C SYMBOLIC QUERIES ?
2$ C
29 1F(QTYPE) GOTO I

30 C
31 C NOPE, FULL TEXT READ IN ELEMENTS
32 C

33 11 ELI 4

34 FIND(11'11)
35 12 * EL2 4

36 REA0(8'111 41(1),181,TXTWDS/
37 READ(11'12) (12(1),111,TXTWDS)
38 OFFSET 2 0

39 C
40 C, PRESENT FIVE LINES OF I/0
41 C 1) INTRODUCTORY CLAUSE (RELATIONAL CLAUSE I)
42 C 21 ELEMENT A
43 C 31 CORRALATION CLAUSE (RELATIONAL CLAUSE ?)
44 C 41 ELEMENT e
45 C 5) QUALIFYING CLAUSE (RELATIONAL CLAUSE 3)
46 C
47 COUNT * s

45 140 2
49 BUFFER(14) INIT
50 DO 2 1 1,5
51 Il 0
52 12 0

53 C
54 C PRINT UP TO TEN LINES FOR EACH OF THE ABOVE PHRASES
55 C

56 DO 3 J i 1,10
57 C
58 L IF LENGTH INDICATOR IS 1EA,Ok NWT PRINT

0.41)



51

6.)

61

62
63

C

C

C

IF(8LOCK(J,OFFSET1 .EQ. 0) GOTO 3

ZER1, criPuTE LENGTH ANC, LOCATION OF LiNr

64 LEiGTH a BLOCKI,J,OFFSET1
65 Il 12 I

66 12 (I LENGTH I

67 L

68 C FuT TEAT INTO BUFFER
69 C

70 13 14 1

71 14 13 LENGTH I

72 C a I1

73 C

74 DO 4 111213,14
75 BUFFERIIII) 8LOCK(C OFFSET 10)
76 C C 1

77 4 CONTINUE
78 C

79 14 14 1

80 BUFFER(14) CRLF
81 COUNT COUNT (LENGTH * 4) o 4
82 3 CONTINUE
83 OFFSET OFFSET TXTMOS
84 2 CONTINUE
85 COUNT COUNT 4
86 CALL ZAPICOUNT,SUFFER1
87 GOTO 6

88 C

89 C SYMBOLIC TEXT QUERIES
90 C

91 1 WRITE(TTYOUT,101) EL1,EL2
92 6 RETURN
93 C

94 C CHECK 4 FORMAT
95 C

96 100 FORMAT(1X,17A4)
97 101 FORMAT(1H,15,2H RoI5,2H? )

98 ENO

39



2

3

4

5

L

(.

C

t

SH0RUU1INE FINUIT(N,N1,N/,S1,52,INDEX,FOUNDI,1-NUND2,SYS)

THIS SUBROUTINE FINDS ELEMENTS NI, N2 IN THE INDEX SET

THE VALUES 5, 52 ARE THE POSITIONS OF NI ANU N2 IN THE
6 C INDEX SET.
7 C

8 C FOUNDI AND FOUND2 ARE LOGICAL VALUES AND ARE SET EQUAL
9 C TO .TRUE. IF NI OR N2 (RESPECTIVELY) ARE FOUNO IN THE

I0 C. INUEx SET.
II C

12 C wRITTEN BY: DAVID R. YINGLING, JR.
13 C ENGINEERING AND PUBLIC POLICY GROUP
14 C UNIVERSITY OF DAYTON
15 L DAYTON, 'OHIO 45469
16 E.

17 IMPLICIT INTEGER+2 (A-Z)
18 INTEGER N, INDEX
19 n1HENSION INDEX(SYS)
20 LOGICAL FOUNDI, FOUND2
21 C

2.2 FOUNOI 2 .FALSE.
23 FOUND? = .FALSE.
24 SI 8 0

25 52 0

26 C

27 DO I I1,N
28 1F(N1 .EO. INDEX(I)) SI I

29 IF(N2 .E0. INDEX(I)) 52 2 I

30 I GONTINUE
31 C

32 IF(S1 .GT. 0) FOUND1 .TRUE.
33 IF(52 .GT. 0) FOUNO2 .TRUE.
34 RETURN
35 ENO

40



1 SURROuTINE GONUMEARRAY,N,TTYIN,TTYOUTI
2 C

3 C THIS SUBROUTINE WILL READ "N" UNSIGNED INTEGERS fROM
4 C THE TERMINAL TYPED IN A FREE FORMAT AND STORE THEM IN
5 C ARRAY"
6 C

/ C WRITTEN BY: DAVID R. TINGLING, JR.
8 C ENGINEERING AND PUBLIC POLICY GRWP
9 C UNIVERSITY OF DAYTON

10 C DAYTON, OHIO 45469
11 C

12 IMPLICIT INTEGER+2 (A-Z)
13 INTEGER NUMS,BUFFER,BLANK.COMMA
14 DIMENSION ARRAY(1), BUFFER(60), NUMS(10)
15 DATA NUMS/10,1H1.1H2P1H3,1H4,1145,1H6,1H7,1HHolH9/
16 DATA BLANK/1H 1, COMMA/1H,/
17 C
18 C
19 1 READ(TTYIN,200) BUFFER
20 C
21 1. N
22 ARRAY(L) 0
23 POWER 0
24 C.

25 DO 2 I1.80
76 K 81 - I

2/ IFEBUFFER(K) .EQ. BLANK .0R. BUFFER(K) .EQ. ClimMA) noTo 3
2e C
29 C FOUND A CHARACTER, SEE IF IT'S A VALID NUMERIC
30 C
31 DO 4 J1,10
32 II J - 1

33 EF(BuFFER(K) .NE. NUMS(.111 GOTO 4
34 C

35 C ITS A NUMBER, ADD IT TO PRESENT SUM
36 C
31 ARRAY(L) ARRAY(L) (II (10**POWER))
38 POWER POWER 4, 1

39 GOTO 2

40 4 CONTINUE
41 C
42 C COME HERE IF CHARACIER FOUND WAS NOT NUMERIC
43 C
44 wRITE(TTYOUT,100)
45 GOTO 1

46 C
41 C FOUND A DLiM(TER, SEE IF END OF A NUMBER
48 C
49 3 IFIARRAY(L) EQ. 0) GOTO 2
50 L L - I

51 !Fn. .EQ. 0) GOTO 5

52 ARRAY(L) 0

53 POWER 0
54 2 CONTINUE
55 C
56 C MAKE SURC NUMBER(S) IS/ARE LESS THAN 99999 SI)
57 C wE DON'T EXCEED 15 FORMATS
58 L

4 1

3?3



5) 5 JO 6 181.4
63 .GT. 999991 GUTO 7

61 6 CONTINUE
62 RETURN
63 ,

64 C ER$40.14 MESSAc.E

65 C

66 / wRITEIftrOOT,1011
67 GOTO 1

68 I.

69 C FuRNATS
70 C

71 100 FORMATI371-00SERROR, INPUT NOT NUMERICRETRY)
7? 101 FORMATI394$411JERR0RS NUMBERIST TOO LARGERETRY)
73 200 FORMATI80411
74 END

3?
42



1 SUBROUTINE 1U(NoPIAT,INDEX,UNITNOAREAD,SYS)
2 C

3 C . THIS SUBROUTINE HANDLES ALL PERHFIL I/O
4 C

5 C IT WRITES/READS N (THE NUMBER OF ELEMENTS IN THE MAIRIK),
6 C THE SYSTEM MATRIX (MAT), AND THE INDEX SET (INDEX) TO/FROM
7 C A PERMFILE.
8 C

9 C WRITTEN BY! DAVID R. YINGLING, JR
10 C ENGINEERING AND PUBLIC POLICY GROUP
II C UNIVERSITY OF DAYTON -
12 C DAYTON OHIO 45469
13 C

14 IMPLICIT INTEGERM2 (AL)
15 INTEGER No INDEX .

16 LOGICAL READ
17 LOGICAL*1 MAT(SYS,SYS)
18 DIMENSION INDEX(SYS)
19 C

20 C CHECK TO SEE IF THIS IS A READ REQUEST
21 C

22 IF(READ) GOTO 1 .

23 C

24 C NUP, IT'S A WRITE REQUEST
25 C

26 REWIND UNITNO
27 WRITE(UNITNO) N
28 WRITE(UNITNO) MAT
29 WRITE(UNITNO) INDEX
30 GOTO 2

31 C

32 C YUP, IT WAS A WEAD REQUEST
33 C

34 I REWIND UNITNO
35 READ (UNITNO) N
36 REAP (UMITNO) MAT
37 READ (UNITNO) INDEX
38 C

39 2 RETURN
40 END

4 3



SuBR1UTINE DIGSTG(N,MATRIX,INDER,TTYOUT,SYS)
2 C

3 C THIS SuRROuTINE DISPLAYS THE DIGRAPHAN STAGES
4 C

5 C MRITTEN BY: DAVID R, YINGLING, JR.
6 C / ENGINEERING AND PUBLIC MACY GROUP

C UNIVERSITY OF DAYTON
c DAYTON, OHIO 45469

9 C

10

11 C k.ARIABLE NAME DESCRIPTION
12 C
13 C N THE NUMBER OE ELEMENTS IN THE INPUT
14 C MATRIX.
15 C

A6 C. MATRIX INPUT REACHABILITy MATRIX
17 C
18 C INDEx INDEX SET OF THE INPUT MATRIX
19 C
20 C TTYOUT FORTRAN WRITE UNIT NUMBER FOR TP:LETTPE
21 C
22 C SYS DIMENSION SIZES OF SYSTEM MATRICES
23 C
24 C
25 C
26 C MATRRX SCRATCH MATRIX FOR STAGES ROUTINE
27 C
28 C INDxx INDEX SET OF SCRATCH MATRIX
29 c
30 C STAGES VECTOR DENOTING THE NUMBER OP ELEMENTS
31 C ON EACH STAGE. STAGES(I) THE
32 C NUMBER OF ELEMENTS UN STAGE OI.
33 C
34 C NS THE TOTAL NUMBER OF STAGES
35 C.

37 C
NOTEsiso35 C 4140

THE DIMENSIONS OF "NATRXX", "INDXX", "STAGES" SHOULD BE
38 C EQUAL TO "SYS".
3? C
40 C SollNOTEMS
41 I. IN ORDER TO CONSERVE CORE STORAGE, THE STATE OF THE INPUT
42 C REACHABILITY MATRIX HAS BEEN DESTROYED. ILT THI PROGRAMMER
43 C BEWAREIIIIIIII
44 C
45 IMPLICIT INTEGERS2 (A-Z)
46 INTEGER N, INDEX, INDXX
47 DIMENSION INDrX(SYS), INDXX(128), STAGES(128)
48 LOGICAL1 MATRIX(SYS,SYS), MATRXX(128,1213)
49 c
50 C CHECK FOR ERROR CONDITION
51 C

52 IF(N .LE. C) GOTO
5) C

54 C STEP 1---TRANSPOSE INPUT ORIGINAL REACHABILITY MATRIX
5' C

56

57
58

DO 1 181,4
DO 1 ..101,N

MATRXXII,J, MATRIXIJ,1/
'.1

)



59 1 CONTINUE
60 C

61 1)0 2 I*IAN
62 DO 2 J.I.N
63 MATRIX(1,J) * MATRXX110,11
64 2 CONTINUE
65 C

66 C ST(P 2---LEVELS PARTITION "MATRIX", LEAVE RESULT IN "MATRXX"
67 C

68 CALL HIERCHIN,MATRIX,INDEX,MATRXX,INDXX,NS,STAnES,SYS/
69 C

70 C STEP 3---POT "MATRXX" INTO STANDARD FORM
71 C

72 CALL STAN(N,MATRXX,INDXX,NS,STAGES,SYS)
73 C

74 C ;;TEP 4-- CALCULATE CONDENSATION MATRIX
75 C

lb CALL CONDE(N,MATRXX,INDXX,STAGES,TTYOUT,.TRUE.,SYS)
77 C

78 C STEP 5---CALCULATE SKELETON MATRIX
79 C

83 CALL SKLTN(N,MATRXX,SYS)
81 C

82 C STEP b---TRANSPOSE SKELET6N MATRIX TO PUT INTO UPPER
83 C TRIANGULAR FORM
84 C

85 DO 3 Ig1oN
85 DO 3 J1,N
87 MATRIX(I,J) MATRXX1J,I)
88 3 CONTINUE
89 C

90 C STEP 7---PRINT OUT STAGE DIGRAPH
91 C

92 CALL DISPST1N,MATRIX:INDXX,STAGES,NS,TTYOUT,SYS)
93 RETURN
94 C

95 C ERROR MESSAGE
95 C

97 4 WRITE!TTY0UT,100/
98 RETURN
99 C

100 C FORMAT
101 C

102 100 10RMATI42H***ERROR**0 NO STRUCTURE CURRENTLY EXISTS/
103 END

3

4 5



S1PRRJ011.41. DISP51(N,MATRIX,INDLX.STAGESOSTAGt,ITYUUT,SYSI
2 ,

3 C THIS SUBROUTINE TAKES AN UPPER TRIANGULAR SKEI1TON MATRIX
4 C, ANU PRINTS OUT A STAGES DIGRAPH
S C

5 C RRITTEN 8V: DAVID R. YINGLING, JR.
7 C ENGINEERING ANO PUBLIC POLICY GIMP
8 L UNivEmsily UF DArToro
9 DAYTON, UNIO 45469

11 C

11 C

12 C VARIABLE NAME DESCRIPTION
13 C
14 C
15 C
16 C
11 C MATRIX
18 C
19 C INDEX
20 C
21 C STAGES
22 C

23 C
24 C
25 C TTVOUT
26 C
27 C SYS
28
29 C.

30 C

3

LIST
7 C

31 C

33 C

34 C

35 C COUNT
36 C
31 C ROW
31 L

') C STAGE
40 C
41 C

42 C NSTAGE
43 C
44 C WART
45 C
46 C
47 C**411TINOTE*Asio

48 C THE DIMENSIG "LIST" SHOULD BE EQUAL TO "SYS".
4, C
50 C
51 IMPLICIT INTEGER*2 IA-ZI
52 INTEGER N, INDEX
53 DImENSION INDEXISYSI, STAGES(SYS), LIST(128)
54 LOGICAL*1 mATRIX(SYS,SYS)
55 C
56 C BEGIN PROCFSSING: INITIALIZE

NUMBER OF ELEMENTS IN INPUT SKELETON
MATRIX,

INPUT SKELETON MAIR1X

INDEX SET OF SKELETON MATRIX

INPUT VECTOR DENOTING NUMBER OF
ELEMENTS ON EACH STAGE. STAGES(I)
THE nMBER OF ELEMENTS ON STAGE 01

FORTRAN WRITE UNIT NUMBER FOR TELETYPE

DIMENSION SIZES OF SYSTEM MATRICES

SCRATCH VECTOR WHICH CONTAINS THE
INDEX NUMBER OF ELEMENTS RELATED TO
ELEMENT MI

NUMBER OF ELEMENTS IN "LIST".

CURRENT ROW BEING PROCMED

NUMBER OF THE CURRENT STAGE BEING
PROCESSED

THE TOTAL NUMBER OF STAGES

STARTING SEARCH INDEX.FOR UPPER
TRIANGULAR MATRIX

51 C
58 Roo o

9 9 n



59 sTAGF It 0

62 I lb

61 C

62 C BEGIN FINDING ELEMENTS
63 C
64 1 ST%GE STAGE 1

65 ROw ROW STAGES(STAGE)
66 wRITE(TIY00.100) STAGE
61 C

68 C SEE IF wE ARE PROCESSING LAST STAGE,
69 C
72 4 IFISTAGE .E0. NSTAGE) GOTO 2

71 C

72 C PROCESS ELEMENTS FOR STAGES STAGE'
73 C
74 COUNT 0
75 ISTART a I 1

76 DO 3 J2ISTART,N
77 C
18 C FIND ALL ELEMENTS THAT ELEMENTS I REACRES TO
79 C
80 IF(.NOT. ,MATRIKII,J1) GOTO 3

81 C

82 C FOUND ONE& KEEP A RECORD OF IT

83 C
84 COUNT COUNT 1

85 LIST(COJNT) INDEXIJI
85 3 CUNTINUE
07 IF(COUNT .Eg. 0) GOTO 2

88 C

89 C ALL ,p0NE WITH ELEMENT SI, PRINT OUT
92 C
91 'WRITE(TTYOUT,101) INDEXIII, ILISTIIIT, II141,CHUNT)
92 C

93 5 I 1 1

94 C
95 C ALL DONE WITH STAGES PRINTOUT????
96 C "

91 IFII .GT. N) RETURN
98 C
99 C ALL DONE WITH THIS STAGEM?
100 C
101 IF(1 ROW) GOTO 1

02 C
103 C CONTINUE PROCESSING THIS STAGE
104 C
105 (.411, 4

106 C

101 C PROCESS LAST STAGE
108
109 2 wRITE(TTYOUT/102) INDEXIII
11) GOTU 5

111 C

112 C FuKmATS
113 C
114 100 FORMAT( 1A)10X/11HSTAGE NO. ,I3/1H0)
115 101 FORMAT(IIX:I5,3H ,18(71I5,1H,)/20x))
116 102 FORMAIIIIX,I5)

3 T.)
4 7



1

2 C

C THIS SUBROUTINE PERFORMS THE ELEMENTARY CONTRACTION PROCESS
4 C

5 C EDITED BY: DAVID R. YINGLING, JR.
6 C ENGINEERING AND PUBLIC POLICY GROUP
7 UNIVERSITY OF DAYTON
8 C DAYTON, OHIO 45469
9 C

13 IM°LIE/T INTEGER92 (A-2)
11 INTEGER N, INDEX, INDH, NN
12 LOGICAL FOUND1, FOUND2
13 LOGIEAL411 REA(SVS,SYS), PEAH(128,128)
14 DIMENSION INDEX(SYS), INDH(1211), NUMS(2), LO(1213)
15 C
16 C VARIAtLE NAAL-1 DESCRIPTION
17 C
18 C N TH NUMBER OF ELEMENTS IN "REA"
19 C
20 C REA AA UMENT REACHABILITY MATRIX
21 C

22 C INDEX INDEX SET OF "REA"
23 C
24 C TTYIN FORTRAN READ UNIT NUMBER FOR TELETYPE
25 C
26 C TTYOUT 'FCIRTRAN WIPTE UNIT NUMBER FOR TELETYPf
27 C
26 C SYS DIMENSION SIZES OF SYSTEM MATRICES

29 C
30 C
31 C
32 C REAH
33 C
34 C INDH
35 C
36 C LO
37 C
35 C IU

39 C
40 C. IV

41 C

42 C IIU
43 C
44 C (IV
45 C
46 C NEWNAM
47 C
48 C
49 C U ELEMEN U TO BE CONTRACTED
508C
51 C V ELE T NV TO BE CONTRACTED
52 C

5) C
54 C ****NIOTE****

SUBROUTINE ELEUNT(NpREA,INDEXoTTYIN,TTYOUT,SYS),,

1

SCRATCH REACHABILITY MATRIX-

INDEX SET OF "REAR"

SCRATCH VECTOR

POSITION OF ELEMENT U ON "REA"

,POSITION OF ELEMENT V ON "REA"

...,POSITION OF ELEMENT U ON "REAH"

POSITION OF ELEMENT V ON "REAR"

THE NEW INDEX VALUE FUR THE CONTRACITED
ELEMENTS.

55 C

56 C
5 C
58 C

THE DIMENSIONS OF "INUIT", "Rl'AH",+"LO" SHOULD, BE EQUAL TO "SYS"

ASK FOR TWO ELEMENTS

3 `,1

'4 9



5)

63
61

62
63
64

65 C
66 C

67 C
be
6)
70 C

71 C

72 C
73
74

75
76 C
77 C

78 C
79
80
81

82

8)

84

85 C
86
87 C
88 C

ea
93
91

92 C

93 C
94 C

95
98

97
98

99 C
100 C
101 C

102
103
104 C.,

105 C
100 C
107'
108

10; C
110 C
III C

112
113
114
115
116 C

oRITEITT100,1001
CALL GETNUMINUMS,20TYINOTYOUT/
U NUMS,(1)
V NUMS(2)
IF(U 'EQ. a .0. v .EQ, 0) GOTU 2

LHECK 70 SEE THAT U AND V ARE IN SYSTEM INDEX

CALL FITaITO.U,V,IU,IV,INDEX,FOUNDI,FOUND2,SYS)
IFIFOUNDI .AND. FOUN02) GOTO 3

U AND/OR V DOESN'T EXIST

IF(.NoT. FnuND1) WRITE(TTYOUTp101) U
IF(.NOT. FOUND2) WRITEITTI'OUT,101/ /V

GOTO 1

DUES U REACH TO V ?

3 RN N
CALL HIERCH(NNpREApINDEXPREAMPINDHPNLPLOpSYS)
CALL.STAN(NNPREAH,INDH,NL,LOPSYS)
CALL CONDEWNPREAH,INDH,LOpTTYOUT,,FALSE,PSYS)
CALL SKLTNINNpREAH,SYS/
CALL FINDIT(NN,UpVplIU,IIVPINDH,FOUND10FOUND2pSYS)

IF(FOUNDI AND, FOUND2 .AND. REAH(IIU,IIV)) GnTO 4

U IS NUT ADJACENT TO Vio ISSUE ERROR MESSAGE

WRITE(TTYOUT,102) UP V
GOTO 1

OKP GET NEW NAME

4 WRITE(TTYOUT,103)
CALL GETNUM(NUMS,1,TTYIN,TTYOUT)
NEWHAM 2 NUMS(1I
IF(NEWNAM .E0. 0) GOTU 2

CHECK TO SEE THAT NEWNAN IS NOT.IN SYSTEM INDEX

CALL FINDIT(N,NEWNAM,I,I,I,INDEX,FOUNDI,FOUND2,SYS)
IF(.NOT. FOUND1) GOTO 5

NEWN AM IS IN THE INDEX SET, ISSUE ERROR MSG

WRITE(TTYOUTP104) NEWNAN
GOTO 4

UKP NOW CHANGE MATRIX.

5 CALL COMRIN(NpREApINDEXplUoIV,NEWNAMPSYS)
CALL TRNCLS(N,REApSYS)
CALL IO(NpREApINDEXP10p.FALSE.,SYS)
GOTO 1

371. i
50
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1 iU8R101I4E PLIOLIN,REA,INDEX,TTYINOTYOUT,SYSI

C THIS SUBROOTINI PERFORMS THE POOLING &ERA!! 14

5 C EDITED BY: UAVID R. YINGLING, JR,
6 C ENGINEERING AND PUBLIC POLICY GROJP

C /UNIVERSITY OF DAYTON
8 C DAYTON, OHIO 45469
9 C

10 C
11 C VARIABLE NAME DESCRIPTION
I: C

11 C NUMBER OF ELEMENTS IN "REA"
14 (
15 C REA ARGUMENT REACHABIlITY MATRIX
16 C
17 C I00Ex INDEX SET FOR "RrA"
18 C
19__C ITYIN FORTRAN READ UNIT NUMBER FOR TELETYPE
r6 C
21 C TTYOUT FORTRAN WRITE UNil NUMBER FOR TELETYPE
22 C

2,3 C SYS DIMENSION SIZES OP SYSTEM MATRICES
24 C
25 C
25 C
27 C END ENDING SUBSCRIPT OF LEVEL OR STAGE 01
28 C
29 C IU POSITION OF ELEMENT U ON "REA"
30 C
31 C IV POSITION OF ELEMENT V ON "REA"
32 C

33 C INDH INDEX SET FOR "REAH"
_34 C
35 C LO SCRATCH VECTOR, LOW NUMBER '

35 C OF ELEMENTS ON LEVEL 0 I (OR STAGE
37 C N I 1FF "STAGES" r .TRUE.)
30 C
39 C NEWNAN 1HE NEW INDEX VWLOE FOR THE
40 C. POOLED ELEMENTS
41 C

42 C REAM SCRATO REACHABILITY MATRIX
, 43 C

44 C STAGES LOGICAL VARIABLE IF WHEN eTRUE.,
45 C THE STAGES ARE BEING EXAMINED, WHEN
46 C ,FALSEs, TNE LEVELS ARE BEING
41 C EXAMINED
48 C
49 C START
50 c
51 C

52 C

53 C V

54 C
55
56
57
58

STARTING suB,CRIP1 or LEVEL OR STAGENI

ELEMENT NI TO BE vOOLED

ELEMENT 82 TO DE POOLED

IMPLICIT INTEGER*2 IAZ/
INTEGER N, INDEX, INDH
LOGICAL FOONOI, FOUN02, STAGES
LOGICAL*1 REA(SYS,SYS), REAH(1213,128) 333



5/ DIMENS101 INDEX(SYS), INDH11281, L0(128), NUM112)
60 C

61 C 41.4141N0TEttoos

62 C THE DIMENSIONS OF."REAH", "INN". "LO" SHOULD 8E EQUAL TO "SYS".
63 C

64 C

65 C ASK USER FOR ELEMENTS TO BE POOLED
66 C

67 1 WRIfE(TTYOUT,1010)
68 CALL CETNUM(NUMS,2,TTYIN,TTYOUT)
67 U NUMS11)
70 V a NUMS(2)
71 IF(U .E0. 0 .0R. V .EQ. 0) COTO 2

72 C

73 C SEE IF U AND V EXIST IN SYSTEM INDEX
74 C

75 CALL FINDIT(N,U,VAU,IV,INDEX,FOUND1,FOUND2.SYS)
76 IF(FOUND1 .ANO. FOUND2) COTO 12
77 C

78 C U AND/OR V DOESN'T EXIST
79 C

80 IF1.NOT. FnuNol) WRITE(TTYOUT,101) U

81 IF1.NUT. FOUND2) WRITE(TTYOUT)101) V
82 COTO 1

83 C

84 C CHECK FOR U AND V ON SAME LEVEL
85 C

86 12 STAGES s .FALSE.
87 CALL HIERCH(N,REA,INDEX,REAH,INDH,NOLOPSYS)
88 C

89 C USE "LO" TO DETERMINE IF U AND V ARE ON SAME LEVEL OR STAGE.
90 C

91 11 FOUND2 a .FALSE.
92 FOUND1 IFALSE.
93 START 1

94 C

95 DO 5 11AL
96 ENO START LO(I) - 1

97 C

98 DO 6 ..125TART,END
99 IF(INDH(j) O, U) FOUND1 2 .TRUE.
100 IF(INDH(j) EQ. V) FOUND2 1 .TRUE.
101 6 CONTINUE
102 C

103 1F1F0UN01 .AND. FOUND2) COTO 3

104 C

105 IFIFOUND1 .0R. FOUND2) COTO 7

106 C

107 START a END.+ 1
108 5 CONTINUE,
109 C

110 C NOT ON SAME LEVEL, SEE IF ON SAME STAGE
111 C

6112 7 1F(STAGES) Gm 13
113 C

114 c TRANSPOSE MODEL MATRIX IN ORDER TO FOOL "HIERCH" SUBROUTINE
115 C
116 DO 8 121.N

33'; 5 3



if OD 8 P1,4
LB RLtIiJi KEA1.1,1)
17 8 CONTINUE
23 L
21 DU 9 1111.N

22 00.7 .111.N
23 REA11/.1/ REAH(1,J)
24 9 CONTINUE
25
ZS CALL HIERCHO,REA,INDEX0R(AHPINDHPNLIPLOPSYS)
27 C
28 C TRANS;USE MATRIX BACK SO IT IS NOT SCRAMBLED
29 C
10 DO 10 1:1,N
31 DU 10 ,101,N
32 REA(1,,I) REAH1,1,11
33 10 CONTINUF
34 STAGES .TRUE,
35 GOTO 11

36 C
37 C POOLING.ERROR MESSAGE
38 C
39 13 WRITEITTYOUT,1041 Up V
40 GOTO 1

41 C

42 C GET PROPER "POSITIONS" FOR ELEMENTS U AND V ON "REA",
43 C
44 3 CALL FINDIT(N,U,Vp1Up1VpINDEX,FOUNDI,FOUND2pSYS)
45 C
46 C ASK FOR NEW NAME
47 C
48 WRITEITTYOUT,102/
49 CALL GETNUMINUMS01,TTYIN,TTYOUT/
50 NEWNAN NUMSIII
51 IFtNEWNAM .EGIt 0/ GOTO 2

52 C

53 C MAKE SURF NEWNAN DOESN'T EXIST IN SYSTEM INDEX
54 C
55 CALL FINDIT(N,NEWNAMpJ,J,J,INDEX,FOUNDI,FOUND2pSYS)
56 IFI.NOT. FOUNDI). 6070 4

57 C
58 C NEWNAN IS IN THE INDEX SET, ISSUE ERROR MESSAGE
59 C
60 WRITE(TTYOUT,103) NEWNAN
61 GOTO 3

62 C

63 C DK, CHANGE THe MATRIX
64 C
65 4,CALL COMBIN(NpR(ApINDEXpIU,IV,NEWNAMpSYS)
66 CALL TRNCLS(NpREA,SYS)
67 COTO 1

68 C
69 2 RETURN
70 C
71 C -FORMATS
Tz c
73 100 FORMAT(34H.TYPE TWO ELEMENTS TO BE POOLED P )

74 101 FORMAT(17H.***ERROR**41,15,20H NUT IN SYSTEM INDEX)

54



/73 102 FORMATI2OH NEM INDEX NUMBER
176 103 ALREADY IN SYSTEM INDEX)

179
178
177 104 AND.15,3SH ARE NOT ON THE SANE LEYell

+OR SNOE)
ENO

3)

55



1

4

5

6

7

8

,

(

L

L

C

L

C

C

SUUR0011( CUM8ININ,REA,INDEA,IU,IV,NEwNAM,S1

THIS SUBROUTINE COMBINES IU AND IV IN REA

EDITED BY: DAVID R. YINGLING, JR,
ENGINEERING AND PUBLIC POLICY GROW'
UNIVERSITY OF DAYTON
DAYTON, OHIO 45469
513-228-2238

10 C

11 C

12 C VARIABLE NAME DESCRIPTION
13 C

14 C N NUMBER OF EL(MENTS IN "REA"
15 C

16 C REA ARGUMENT WEACHABILITY MATRIX
17 C

18 C INDEX INDEX SET FUR "REA"
19 C

20 C IU SUBSCRIPT NI TO BE COMBINED
21 C

22 C IV SUBSCRIPT 02 TO BE COMBINED
23 C

24 C NEWNAN THE INDEX VALUE FOR THE COMBINED
25 C ELEMENTS
26 C

27 C SYS DIMENSION SIZES OF SYSTEM MATRICES
28 C

29 IMPLICIT INTEGER*2 (AZ)
30 INTEGER No INDEX
31 LOGICALs1 REA(SYS,SYS)
32 DIMENSION INDEX(SYS)
33 C

34 C REPLACE ROW V WITH THE BOOLEAN SUM OF U AND V
35 C

35
0

DO 1 J21,N
37 R(A(tVoJ) REA(IU,J) 0R. REA(114J)
38 I CONTINUE
39 C

40 C . REPLACE COL V WITH THE BOOLEAN SUM OF U AND V
41 C

42 DO 2 I1,N
43 REA(I,IV) REA(1,1V) ,OR, REA(I,IU)
44 2 CONTINUE
45 C

46 C REPLACE V'S INDEX WITH NEWNAM
47 C

48 INDEXIIV) NEWNAN
49 C

50 C ERASE ROW, COL, AND INDEX FOR U
51 C

52 CALL EITM(N,REA,INDEX,IU,SYS)
53 RETURN
54 ENO



SUBROUTINE TRNCLSIN,MATRIX,SYSI
2 C

3 C THIS SUBROUTINE WILL fRANSITIVLY CLOSE THE INPUT MATRIX
4 C

c WRITTEN BY: RAYMOND L. FITZ, S.M.
s C

c

c

EDITED 8Y: DAVID R. YINGLING, JR,
ENGINEERING AND PUBLIC POLICY GROuP
UNIVERSITY OF DAYTON

C DAYTON., OHIO 45469
10 C

11 C VARIABLE NAME DESCRIPTION
12 C

13 C N THE NUMBER OF ELFMENTS IN "MATRIX"
14 C

Is C MATRIX INPUT ADJACENCY MATRIX/OUTPUT
16 C REACHABILITY MATRIX .

17 C

18 C SYS DIMENSION SIZES OF SYSTEM MATRICES
1/ C

20 C

21 C

22 C NoNES NUMBER 0 ONES IN THE REACHABILITY
23 C SET OF ELEMENT RI
24 C-
25 C LAST NUMBER OF ONES IN THE REACHABILITY
26 C SET OF ELEMENT MI FROM LAST
27 C COMPUTATION
28 C

29 C RECORD VECTOR USED TO KEEP ACCOUNT
30 C OF ONES IN THE REACHABLILETY SET
31 C OF ELEMENT MI
32 C

33 IMPLICIT LNTEGER*2 (AZ)
34 INTEGER N
35 LOGICAL,01 mATRIX(SYS,SYS)
36 DIMENSION RECOR0(128)
37 C

38 C ***,074OTE****

39 C THE DIMENSION OF "RECORD" SHOULD 8E EQUAL TO "SYS".
40 C.

41 C INITIALIZE PROCEDURE
42 C

43 DO I 1711,N

44 C

45 C PROCESS ELEMENT MI
46 C

47 NONES 2 0
48 LAST 0
49 C

50 C FIND ALL ONES IN REACHABILITY SET OF ELEMENT "I
51 C

52 2 DO 3 101,N
53 IF(Not, MATRIX(I,K7) GOTO
54 C

'ONF,55 C FOUND A KEEP A RECORD oF IT
56 C

57 NUNES NONES + I

58 REcoRDIN0NW K

57



60
61

62

CCWINUE

CHECK T) SEE IF ANY NEW ONES WERE ADDED FROM !AST
0) C TIME THROUGH
04 C

65 IF(NOVES .E0. LAsT) corn
65 ,

67 Nn, comoJTE NEw ELEMENTS IN REACHABILITY SET 10
60 (LEMENT MI BY TRANSITIVITY
09 C

1) LAST WINES
71 L

72 C THE NEAT GROUP OF CODE PERFORMS THE PROCESS:
7) C IF MATMIXII,K)ml .AND. MATRIX(10,0111,
74 THEN MATRIA(I,J)211.
75 C

76 DO 4 01,NONES
77 K RECORDIL)
70 DO 4 .121,N
79 MATRIXII,J) MATRIXII,P .0R. MATRIXEK,J).
80 4 CONTINUE
81 C

82 C KEEP GOING UNTIL ALL REACHABILITY SETS HAVE BEEN EXAMINED
83 C

84 NONES 0

85' GUTO
86 C

87 1 CONTINUE
88 RETURN
89 END

58



1 SUBROUTINE AUEDGE(NPREA,INDEX,TTYIN,TTYOUT/SYS)
2 C

3 C . THIS SUBROUTINE ADDS AN EDGE ON THE MINIMUM EDGE DIGRAPH
4 C

5 C WRITTEN BY: DAVID R. YINGLING, JR.
6 C ENGINEERING AND PUBLIC POLICY GROUP
7 C UNIVERSITY OF DAYTON
8 C DAYTON, OHIO 45469
9 C 513-228-2238

10 C

11 C VARIABLE NAME DESCRIPTION
12 C

13 C N NUMBER OF ELEMENTS IN "REA"
14 C

15 C REA ARGUMENT REACHABILITY MATRIX
16 C

17 C INDEX INDEX'SET FOR "REA"
18 C

19 C TTYIN FORTRAN READ UNIT NUMBER FOR TELETYPE
20 C

21 C TTYOUT FORTRAN WRITE UNI1 NUMBER FOR TELETYPE
22 C

23 C SYS DIMENSION Sl2ES OF SYSTEM MATRICES
24 C

25 C

26 C

27 C NI INDEX VALUE OF ORGINATING EDGE ELZMENT
28 C

29 C N2 INDEX VALUE OF DESTINATION EDGE
30 C ELEMENT
31 C

32 C II SUBSCRIPT OF "NI" ON "REA"
33 C

34 C JJ SUBSCRIPT OF "N2" ON "REA"
35 C

35 IMPLICIT INTEGERIP2 (A-21
37 INTEGER N, INDEX
38 LOGICAL FDUND1, FOUND2
39 LOGICALSI REA(SYS,SYS)
40 DIMENSION INDEX(SYS), NUMS(2)
41 L

42 C ASK USER FOR A REACHES TO 8
43 C

44 WRITE(TTYOUT,100)
45 1 CALL GETNUM(NUMS,2TTYIN,TTYOUT)
46 NI NUMS(1)
47 N2 NUMS(2)
48 IF(NI .EQ. 0 .0R. N2 .EQ. 0) GOTO 2

49 C

50 C CHECK TO SFE IF NI AND N2 ARE IN SYSTEM INDEX
51 C

52 CALL FINOIT(N,NI,N2,1I,JJ,INDEX,FOUNDWOUND2PSYS)
53 IFIFDuND1 .AND, FOUND21 GOTO 3

54 C

55 C NI ANP/OR N2 NOT IN SYSTEM INDEX
56 C

57 FOUND1) WRITF(TTYOUT,101) NI
58 1F(.NOT. FOUND2) WRITE(TTYOUTP101) N2

34u
59



57

61

6/

C

C

LOW 2

PuT IN EOGE

63 ) REA(II.JJ) .TRUE.
64 GOTU 1

6"
C PEAFORM TRANSITIVE CLUSURE

67 C

68 2 CALL TR4CL51N,REAs5YSI
69 RETURN..
70 C

71 1 FORMATS
72 C

73 100 FORMAT122H-TYPE (A REACHES TO 15)1
74 101 FDRMATI12H-***ERRORW,15,20H NOT IN SYSTEM INDEX/
75 ENO

3 4 ;

60



SUBROUTINE EREDGEIN,REA,INDEK,TIYIN,TTYOUTo5Y51
2 C

3 C THIS SUBROUTINE ERASES AND EDGE ON THE MINIMUM EDGE DIGRAPH
4 C

5 C wRITTEN BY: DAVID R. YINGLING, JR.
6 c DECISIONS SYSTEMS LAB
7 C ENGINEERING AND PUBLIC POLICY GROUP
8 C UNIVERSITY OF DAYTON
9 C DAYTON, OHIO 45469

10 C

11 C

12 C

13 C N NUMBER OF ELEMENTS IN "REA"
14 C

15 C REA ARGUMENT REACHABILITY MATRIX
16 C

17 C INUEX INDEX SET FOR "REA"
18 C

19 C TTY1N FORTRAN READ UNIT NUMBER FOR TELETYPE
20 C

21 C TTYOUT FORTRAN WRITE UNIT NUMBER FOR TELETYPE
22 C

23 C SYS DIMENSION SIZES OF SYSTEM MATRICES
24 C

25 C

26 C

27 C NI INDEX VALUE OE ORGINATION OF EDGE TO
28 C BE ERASED
29 C

30 C N2 INDEX VALUE OF DESTINATION OF EDGE
31 C TO BE ERASED
32 C

33 IMPLICIT INTEGER+2 (A-11
34 INTEGEP No INDEX, !NOM, NN
35 LOGICA6 FOUNDI, FOUND?
36 LOGICAL*1 REAISYS,SYS/, REAHII28,128I
37 DIMENSION INDEXISYS1, INDHI1201, LO(128), NUMSI2/
38 C

39 C ol$41$NOTEsim
40 C THE DIMENSIONS OF "LO", "INDH", "REAH" SHOULD BE EQUAL TO "SYS".
41 C

42 C

43 C ASK USER FOR A REACHES TO 8 TO BE ERAED
44 C

14,

45 WRITEITTYOUT,100/
4h I CALL GETNUMINUMS,2,TTYIN,TTYOUT/
47 NI NUMS(1)
48 N2 NUMS121
49 IFINI EQ. Q .0R. N2 .EQ. 01 GOTO 2

50 C

51 C CHECK TO SEE IF N1 ANO N2 ARE IN,SYSTEM INDEX
C

53 CALL FINDIT(NoNIA2PIIPJJPINDEXSOUNO1oFOUND2,SYS) -
54 IFIFOUND1 .AND, F,OUND2) GOTO 3

55 C

56 C NI AND/OR N2 NOT IN SYSTEM INDEX, ISSUE ERROMG
57 C

58 IF(.NOT, FnuNDI) WRITE(TTYOUT,101)- Ni

3
,

6 1.



50

60

61 C

62 C

6) C
64 C

65

65 :

67 C

68 L

69
73

71 C

72 C

73 C
74
75

76

77
75

79 C
80 C
81 C

82

8
84 C

85 C
86 C
87
ee

. 04
90 C
91 C

92 C

93 C
94

95 C
96 C

c

96 C

99

100
101 C

. 102 I

103 C
104 C
105 L
106 C
10/
108 C

109 C
110 C
111 C

111 C

111

114 C
115 C

116 C

FOJC)2) WRIIE(IfYOuT$101) NZ.
/ RERAN

OK, NOW CHFCK FOR CYCLES

vA4IA8CC NAME DESCRIPTION
IF(.407. (5EAIII$JJ/ .AND. R(A(JJ,II))) GON . 4

gHjUPS, 41 A4D NZ ARE IN A CYCLE; ISSUE ERROR MSC

4R17EITTYOUT$102/ NI, N2o NI
50TO 2

UK, CALCULATE SKELETON MATRIX

4 NN * N
CALL HIERCH(NN$REA,INDEX$REAH$INDHrNL$LO$SYS)
CALL 5T44(FIN$REAH$INDH,NL,1ORSY5/
CALL CUNDE(NNAREAH,INDH,LOOTYOUT,,FALSE:PSYS)
CALL SKLTN(NN,REAH,SYS)

CHECK TO SEE IF' NI AND N2 ARE ON MINIMUM EDGE DIGRAPH

CALL FINDIT(NN,NI,N2,II,JJ,INDH,FOUNDI,FOUND2,5YS)
IF(FOUNDI .AND. FOUND2) GOTO 5

NI AND/OR N2 WAS NOT ON MINIMUM EDGE DIGRAPH

IF(.NOT. FOUNDI) WRITE(TTYOUT,103) NI
1F(.Nor. room) WRITO1TYOUT1103) N2
COTO 2

CHECK TO SEE IF THE EDGE FROM NI TO 12 EXISTS ON MINIMUM
EDGE IIGRAPH

5 IF(REAH(II.JJ)) GOTO 6

THE EDGE FROM NI TO N2 WAS NOT ON MINIMUM EDGE DIGRAPH
ISSUE ERROR MESSAGE

WRITE(TTYOUT,104) NI, NZ
GOT° 2

OK$ NI REACHES TO N2 ON MINIMUM EDGE DIGRAPH

ELtMINATE RZACHABILITY BY DISCONNECTING ANTECEEDENT SET
OF NI FROM THE REACHABILITY SET OF N2

6 CALL FIMVI1IN$N1oN2,1I,JJANDEX,FOUNDI$FOUND2,SYS/

REMOVE EDGE FROM I. TU K IF:
I. L IS A MEMBER OF THE ANTECEEDENT SET

UF NI

AND

2. K IS A MEMBER OF THE REACHABILITY
SET or 742

3 4 3_62



117
119
11)
120
121
122
121
124

C

8

7

DO 7 L1K1,N
IF(.NOT. REA(L.II)) GOTO 7

DO 8 Kul,N
IF(.NOT. REA(JJ,K)) COTO 8
REAIL,K) a .FALSE.
CONTINUE
CONTINUE

125 C

126 C CALL TRANSITIVE CLOSURE
127 C

128 CALL TRNCLS(N,REA,SYS)
129 CALL IO)1.REA,INDEX,10,.FA(SE.,SY5)
130 GOTil 1

131 C

132 C FORMATS
133 C

134 100 FoRMATI35H-TYP( <A REACHES TO II> TO BE ERASED)
135 101 FORMAT(I2H-**AERRORIII*111,15,20N NOT IN SYSTEM II,OEX)
136 102 FORmAT(I2H-41941ERROR$4141,15,4H AND,15,16H ARE IN A CYCLE4/7N "EOM",
*137 4.15,36H AND RE-ENTER USING THE "BO" COMMAND)
118 103 FoRm4T(12H-*SE8R0R***,15,31N IS NOT ON MINIMUM EDGE DIGRAPH)
139 104 FORMAT(26H-41**ERROR41,41 THE EDGE FROM,I5,3H TO,15,9H DOES NOT/30N E
140 0(IST ON MINIMUM EDGE DIGRAPH)
141 AO ENU



1

3

SO; hit I if F, AASE IN,MAfP INDEX, frifIN,TTYOUT, .10

THIS SURRjOTINE ERASES AN ELEMENT FROM "MATRIX".

wRITTEN 8f: DAVID R. YINGLING, JR.
5 C ENGINEERING AND PUBLIC POLICY GRHe

C UNIVERSITY OF DAYTON
8 C DAYTON, OHIO 45469
1 C

10 C VARIABLE NAME DESCRIPTION
11 C

12 C U THE NUMBER OF ELEMINTS IN "MATRIX"
13 C

14 C MATRIX THE MATRIX TO ERASE THE ELEMENT FROM
15 C

16 C INDEX THE INDEX SET OF "MATRIX".
17 C

19 C TTYIN FORTRAN READ UNIT NUMBER FOR TELETYPE
19 C

20 C TTYnUT FORTRAN WRITE UNIT NUMBER FOR TELETYPE
21 C

22 C SYS DIMENSION SIZES Dv SYSTEM MATRICES
23 C

24 C

25 IMPLICIT INTEGER*2 TA..2)
25 INTEGER N. INDEX
27 LOGICAL*1 MATRIXTSYS.SYST
28 LOGICAL FOUND1, FOUND2
29 DIMENSION INDEXISYS), NUMS(I)
30 C

31 !FIN .LE. OT GOTO 4

32 1 WRITE(TTYOUT,100)
33 2 CALL GETHUM(NUMS,1,TTYIN,TTYOUT)
34 I NUMS(1)
35 IF)! .Eq. 0) RETURN
36 C

37 C CHECK TO SEE IF "I" IS A MEMBER OF THE INDEX SET
38 C

39 CALL FI4DIT(N,I,J,II,J,INDEXPFOUNDI,FOUND2,SYS)
40 IFI.NOT, FOUND1) DOM 3

41 C

42 C NUMBER WAS VALID ELEMENT NUMBER, ERASE FROM MATRIX
43 C

44 CALL ELIH(N,MATRIX,INDEX,II,SYS)
45 !FIN .LE. 0) GOTO 4

46 C

47 C GO GET ANOTHEW
48 1.

4; DOT°
50 C

51 C ERPCIR PRINTOUT
5? C

53 3 WRITETTTYOUT.101) I

54 GM 1

55 C

56 C USER HAS DELETED ALL ELEMENTS
57 C

59 4 wRITEITTYOUT,102)



RETURN
60 L

61 C FORMATS
62 C

63 100 I 'RmAT(36H-TYPE ELEMENT NUMBERS TO BE ERASED 7)
64 101 FURNAT(12H-***(RROR$4141,15,20H NOT IN SYSTEM INDEX)
65 102 FORMAT(53H-$.41NOTErn THERE ARE NO ELEMENTS IN THE MODEL MATRIX/
66 +26H "EL1M" CUMMAND TERMINATED)
67 END



1

4

s

C

C

SJOMJUTP,E AUDEL(N.MAIRIx,INDEX,TTYINOTYOUT,SYS)

IMIS SUBROJIINE ADDS ELEMENTS TO THE'MAIRIX "MATRIX"
ANU PUTS L "UNE" ON THE MAIN DIAGONAL.

wRITTEN BV: DAVID R. YINGLING JR,
1 ENGINEE.R1NG ANU PUBLIC POLICY GRouP
a L uNIVCRSITY nr DAYTON
7 L DAYTON, OHIO 45469

10

11 C. VARIABLE NAME DESCRIPTION
1 C.

C N THE NUMBER OF ELEMENTS IN "MATRIX"
14 C

Is C MATRIX THE MATRIX TO AOn ELEMENTS TO
15

17 C INDEX THE INDEX SET OF "MATRIX%
18 C.

1 C TTY1N FORTRAN READ UNIT NUMBER FOR TELETYPE
20 C

21 C TTYOUT FORTRAN WRITE UNIT NUMBER FOR TELETYPE
22 C

21 C SYS 6IMENSION SIZES OF SYSTEM MATRICES
24 C

25 C

26 IMPLICIT INTEGER412 (A-Z)
27 INTEGER N, INOEX
28 LOGICAL*1 MATRIX(SYSPSYS)
29 LOGICAL FOUND1, FOUNO2
30 DIMENSION INDEX(SYS), NUMMI
31 C

32 IF(N ,CE. SYS) COTO 5
33 I WRITEITTYOUT,100)
34 2 CALL GETNUM(NUMS,1,TTYIN,TTYOUT/
35 I NUM5I1Y
35 TETI .Eq. 01 RETURN
37 C

38 C MAKE CURE THAT WE DON'T ALREAD HAVE AN ELEMENT I

31 C

40 . CALL FINOIT(N,I,J,J,J,INDEX,FOUNDI,FOUND2,SYS)
41 IFIFOUND1/ COTO 3

42 C

43 C ALL OK, ADD ELEMENT AND PUT A ONF'ON MAIN DIAGONAL
44 C

45 N N + 1

46 INOEX(N) I

47 C

48 C ZEr0 OUT Rnw AND COL OF NEM'ELEMrNT
47 C

50 DO 4 Je1rN
51 MATRIX11,N) ,FALSE.
52 MATRIXIN,JI oFALSE.
51 4 CONTINUE
54 C

55 MATRIXIN,N/ I ,TRUE.
55 C

57 C GO GET ANJTHER ELEMENT%
58 C
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1 lil4M L Lk:

S

S L

7 L

,

11 ,

1) L

14 L

15 L

Ih
17 C

1H C

L

2) C

21 L

2? C.
23 L

24 C

25 L

25 L

21 L

2S
2

3)

31 C

32

31
34

35

35
37 C

38 C

3) L
40
41
42
4)
44

45 C

45 C.

4/ L
4% L

41 L

5) C.

51

5Z

51
54 C

55

55 (

57
54

NOTICE,.

AL RI:Hr5 RESERVED. NO PART Ur THIS'PROGRAM MAY BE SOLD,
PEPRI)J(FL). STORED IN A RETRIEVAL SYSTEM, HR TRANSMITTED
IN AN/ ijkl OP BY ANY MLANS, ELECTRONIC, ME(HANICAL,
P.ijI );_lPrING, RECORDING. OR OTHERWISE, WITHOUT !of.

PRLIR PC4m1SSMN UE THE
JIIvERSITY HE DAYTON RESEARCH INSTITUTE.

******* sistsssfesloose$00$011$ssoseolesoslosOs011isoss$11$0*$*$$$01f$041$110$

PROGRAM CYCLE iSY5041

PROGRAM THAT INITIALIZES A WEIGHTED MATRIX
AND RESOLVES THE THRESHOLD WITH WITH GEODEDIC UUTPOT

WRITTEN PY: DAVID R. YINGLING, JR.
DECISION SYSTEMS LAB
ENGINEERING AND PUBLIC POLICY GROUP
UNIVERSITY OF DAYTON
DAYTON, OHIO 45469
513-229-2238

IMPLICIT INTEGER (A-2)
COMMON //WO/ ()TYPE, TTYIN, TTYOUT
COMMON /FILK1/ L1(160, L2(160)

DIMENSI1N IM(50,50), INDEX(50), NUMS(3), BULL(5704)
LOGICAL 0TyPE
DATA CH/21CH/p AL/2HAL/p DL/2HDL/p F1/2HFI/
DATA PR/214PR/, RE/2HRE/p tE/2HTE/, HELP/2HHE/
DATA YES/14Y/, NU/IHN/

INITIALIZATIONS

TTYI4 i 5

TTYUOT2 2
MWEIGH = 9

QTYPE 2 .TRUE.
PFRHFL= 20

mAIN CO4TRoL SECTION

Full TFXT 7

wRITE(TTY0O1,21
RCADITTsTIN,31 ANSWFR

IF(A'IwER EU. YES) UTYPF .FALSE.

NEW SYSTEM

AP11F(TTY')NT,41
PIANTTYINO/ ANSwER



59

hd
61

AZ

.

L

L

C

IF(ANSWCP ,C4. NO) GUIO 10

oviE HERE wHFN NEW SYSTEM

63 11 wRITFITTYOuT,5)
64. CALL GETNUM(NDMS,1)
65 N 2 1UHS(1)
66. 1FIN .11. 50/ GOTO 12
6 / 1rEtttrOoT,T1
68 wIrn tl

64 (

/0 L READ IN FROM PERMFL OLD ',YSTEM
71 L

le

71
74

/5

10 REWIND 20
W(ADI20) N

WEA0(20) tM
HEAD(20) INDEX

/5 GOJO 15
71 C
ln L ASK IF USER WANTS REGULAR INDEXING
79 L
8) 12 CONTINUE
81 SC wRITEITTYOOT,81
81 REA0(TTYI4,)1 ANSWER
83 IFIANSWER (W. NO) GOTO 13
84 L

85 c pur 11 REGULAR IIIPLKES
R5 L

8/
RI

DO 14 1,1,N
INIFx(1) .2 I

81 14 CONTINUE
9) GOTO 15
91 C

9? (. READ IRREGULAR INDEXES
93
94 13 COAT1NUE
95 WRITI( 1TYjOTA9)
95 PO 16 121rN
1 ? (ALL GETTJM(4UMS11)
qg rNpFx(I) s NUHS(1)
91 11(1 .F. 1) COTO 16

IOU H21- 1
101 UO 46 J

10/ IF(tticux(J) .E(1. INUEX(I)) WRITE(TTYOUTJ103) INUFX11)
101 IT(INDEX(J) INOEXII1) I I - 1

104 46 CONTINUE
105 16 cormuE
115 L

or 15 REwIND 20
109 WRITE(l0) N

107 WRITE(20) 0
WRITE1101 INDEX

111 C

112 C BEGIN FILLING THE ADJACENCY MATRIX
113 C AS( USER FOR A COMMAND KEYWORD AND CHECK
114 L

115 wRITEFITYJOTN107)
116 READITIYIN,100) CMD

69

3uu



111
114 IFI(H) .C4. 01) Guio 17

117 IF1c40 .E. AL) GO1O 18

12) IT1(m0 .10. FI) 601n 19

121 !Firm) JJ. 0L) (UIJ 2)
122 1F1CHD .EJ. HELP) GUN 21

1T1(mD .F. PE) GO1A 22.121
12% 1F(C4U .E3. 1E1 WO 23
125 )F((rij .E.). PR) GOIU 45
125 C

127 4RITEITTY007,1011 CHO
128 COTO 15

121 C

13) C.

131 r_ * CHANGE WEIGHT ROUTINE *
132 C. * ***** ************************************************************
133 1/ cALL CHANCE(N,IM,INDER)
134 GOTO 15

135 c *************************44***********************e***************
136 C.

* 4.)0 ELEMENT ROUTINE *
137 C.

139 18 CALL ADD('l,im,INDEx) 1

131 GOTO 15
Ito c ******************************************************************
141 s_. * DELETE ELEMENT ROUTINE

,

142 L. 0$4141**********M*IIMII$M5t********1041415******1144,0***1044110111044****
143 20 CALL DELETE(F'4,1M,INDEX)
144 COTO 15
145 C e****************************************WsissOe******104101041e
145 C * FILL SYSTEM WITH WEIGHTS *
147 L *******************************************************************
148 19 CALL FILL(N,IM,INOEXPR1,R2)
14? Coro 15

159 C **********************************10441114***************************
1111 C * PRINT SYSTEM OUT *
152 C

153 45 CALL PRsITMTIN,IM,INDEXATHRE5HieFALSE0
154 COTO 15
155 C ************************************************4*****************
15S I. * RESOLVE SYSTEM *
15/ I. *************************************************st************
159 22 CALL RESOLV(N,IM,INDEX,MWEIGH)
159 GOTO 15

160 C .*******41$41.110******************************4144414141*.*********1000****
i51 C. st TERMINATION *
162 C. ****************************************************************
161 23 CALL EXIT
164 L ******.so*******************************m5s1541mtloolmillio40041411015**
165 C. * HELP I!) *
166 L

167 21 wRITEIT1Y0111,1041
166 GOTO 15

167 C

170 C.

171 I. FOI4Mhts
172 C.

soirsos
174 f.

11% rnittp10,15ii FUCL TEAT QjERIrS DCSIRED ? (Y/14, )

7) I 7 0



1/5 Eut04411All
17S 4 FORmATII I ,26),1 ncw svSTEn ? 1Y/11 1 I

ITT 5 FtO4A1(10 ,31H 1IUM-1ER OF ELEMENTS 160 MA*0 71
1 ? I f0A4011 I ,214 SSTOO LARGE, TRY AGAINrnT
174 FoomAT(IH ,40H REGuLAR INDEXING OF ELEMENTS DESIRED ? (Y/N) )

161 4 FnRmATIIN ,e6H ENTER INDEXES UNE AT A TIMEI
181 10U FURNATIA2)
162 101 F1)RMATIIH-,3111 **ERRORS*. INVALID COMmA40210,A21
163 1u2 FuAmA111H,321 TYPE CYCLE COMMAND (OR "HELP") 1

164 103 EOPNA111N .3411 ELEMENT HAS ALREADY BEEN (NTERED).12)
185 10 4 FURMATI1t1-,10X,161000HELP MESSAGF$00/1/10,301-4 AL - ADD AN ELEMENT T
185 LJ Sf5TEM/1N .351-t DL - DELETE AN ELEMENT FROM SYSTEM/1N .34H FI F

187 *ILL SYSTEM (LSSIGN WEIGHT5)/1H P37H CH - CHANGE WEIGUT OF A RELATI
.188 wisHIPIIH ,204 RE - RESOLVE SYSTEM/1H 1,2211 PR - PRINT SYSTEM OUT/1
181 oH ,23H TE TERMINATE SESSION/1H ,2711 HEtP REPRINT; ABOVE. LIST1
190 ENO



1 .

C

3

1

L

t.

6.
4

10
II

12 C.

13 '..

I 4

IS

15 C.

17

18

I) L

23
21 C

21

73

/4

25

20
'27

28
24
30

31

32 C

33
34 C.

15

35
3,

38

31 C.

4)
41

4/ C.

43
44
45
46

WONHUTIUL RR1IMIIN,HAT.INDEX,THRESH.SELPN1/

THIS SUBROUTINE PRINTS ALL RELATIONSHIPS
.

= in THE THRESHOLD

WRITTEN BY: DAVID R. YINGLING, JR.
DECISION SYSTEMS LAB
ENGINEERING AND PUBLIC POLICY GRnov
UNIVERSITY OF DAYTON
DAYTON, OHIO 45469
513-229-2238

IMPLICIT INTEGER (A-Z)
LommoN /INFU/ QTYPE. TTYIN. iTyOUT

INTEGER INOEXI50/, MATI50.50/. 'LISTI50.21
LOGICAL 0TYPE, SELPNT

IF(SELPNT) wRITE(TIyouE,1)

UO 10 18104
CTR g 0

DO 11 JgI.N
IELNOT. 5ELPNTI GOTO 13
IFImATII,JI 0. THRESH/ GOTO 11

11 IFII .Ctl. J1 GOTO 11

CTR CTR 1

LISTICTR,1/ INDEXIJ/
LISTICTR,2/ * MAT(I.J)

11 CONTINUE

IFI(TR .E0. 0/ GOTO 12

WRITE(TTYOUT.21 INDEALIWLISTIII.11.LIST( 11,?),11 1,CYR)
cnTO 10

11 WRITF(TTYOuTA3) INDEXII)

10 CONTINUE
RETURN

2 FORMATIIH .15.21410.8(1(15.1H(.11.2H).)/9M
3 FORHAT(I2,2H*)/
I FORMATIIN-,15%.17H THRESHOLD MATRIX/
ENO

31)

72



2 C

3 C

4

5 L

7

8 L

L

ID L
11

12 L

11

14

15

C.

17

18 C

19
2p
21

22
23
24
2S
25
27

21
29
3U
31
32
33
34
35
35
3/
38
37
40
41

42
43
44
45
46
41
48 C.

47
5u
51

52
51

SuhPAuTINL QuES,TILL1, LL21

TNIS SUAROuTINE PRESENTS THE QUESTIONS

WRITTEN BY: DAVID R. YINGLING, JR.
DECISION SYSTEMS LAB
ENGINEERING AID PUBLIC POLICY GRoUP
UNIVERSITY OF DAYTON
DAYTON, OHIO 45469
513-229-2236

IPWLICIT INTEGER (A-Z)
Crrimo4 /14FJ/ C./TYPE, TTYIN, '11'MT
ommON /81K1/ 11(160), 12(160)

LOGICAL QTYPE

1F(QTYPE) GUTU 15
DEFINE FILE B(260p160,U,UNUSED)
11 LL1 4

12 2 11.2 4

READ(BII1) (L1(13,1'1,160)
READ(8112) (12(11,1.1,160)
11

12 0

DO 12 J21,10
IF(L1(J) .E0, 0) GOTO 12

L 11(J)
11 12 I

12 = 11 L I

wRITEITTYOuT,2I (110( 10I,K 2 11212)
12 CONTINUE

WRITE(TTYOUT,3)
11 = 0

12 2 0
DO 13 J 2 1210
1F(12(J) .EQ. 0) GOTO 13
I 2 12(j)
11 2 12 I

12 = II L - 1

WRITE(TTYOUTP2) (12(K 10),K . 11,42)
13 CONTINUE

WRITE(TTYOUT,I)
14 RETURN
15 WRITE(TTYOUT,4) 11.1, LL2

GOT() 14

FoRmATI1OH WEIGHT ? I

, FORmAT(1)015A4)
3 FnR1AT(14 ,20/1 HAS BEEN RELATED TO)
4 FURMAT(IX,15,2H R,I4,9H WEIGHT 7 )

ENU

73



1 5NRPUUT141 AUNN,M4V,INDEX/
C

3 C THIS SUBROurINE ADDS ELEMENTS TO THE ADJACENCY MATRIX
4 L

5 L WRITTEN BY: DAVID R. YINGLING, JR.
6 C DECISION SYSTEMS LAB
7 L ENGINEERING AND PUBLIC POLICY GROUP
8 L UNIVERSITY OF DAYTON

DAYTON, OHIO 4546:4
10 L 513-229-2238
11 L

12 IMPLICIT INTEGER (A-i)
13 OlmENSIO4 NuMS(3)1 MAI(50,50), INDEX(50)
14 L

15 commn4 /BLK1/ L2(160)
16 COMMON /INFO/ ()TYPE, TTY1N, TTYOUT
17 DATA 4nn/Iiito, NO/2H14(3/, Y/1HY/, usomEs/
19 C

19 LOU1CAL FOUND1, FOUND?, ()TYPE
20 L

21

2? L ASK FoR ADDEO ELEMENT NUMBER(5)
23 C

74 2 WRITE(TTYCHT,106)
2c CALL GETNUM(NUMS,1)
25 n N 1

27 1NOEXIN) NUMS(1)
78 IF(INDEx(N) .LE. 9999) GOTO 1

24 WRITE(TTYOUTP100) INDEx(N)
30 12 N * N - 1

31 COTO 2

32 C

31 C. CHECK FOR A ZERO INPUT
34 C

35 1 IF(INDE((N) .GT. 0) GOTO 3

36 N N - 1

37 RETURN
38 C

39 CHECK FnR DUPLICATE ELEMENT
40 C.

41 3 K N - 1

42 CALL FINIIT(K,INDEX(N),J,J,J,INDEX,FOUNDI,FOUND2)
43 IFI.NOT. FDU4D11 GUTO 11

44 WRITEITTYOUTP101/ INDEXIN/
45 GnTu 12

45 11 CONTINUE
47 C

48 L SEE IF USER WANTS TO BURDER
41 L

50 wRITE(TYCOT,1021
REANTTIIN,103) ANSWER

52 IF(ANSWER Y) COTO 4

53 1F(A9SWFR j4. YES/ GOTO 4

54 IFIANSwto .[Q. NOW GUM 2

55 1F(ANSFR EQ. NO) COTO 2

is WRIrElifYOUT,104) ANSWER
ir GOrn 3

54 C
4r)

)

74



54 L quwn114 PIPoi

6.)

61 4 UO 5
62 6"CALL gJESTIINDEx111, IODEXIN))
63 CALL GETNUMMUMS,11
64 NomS( 1)
65 IftwEILHT .LE. q) G010 ?

65 RITE(ITYOuT.105) WEIGHT
COTO 6

613 7 mAT(I,N) wEIGHT
67 5 ( ONTINA
7) L

71 :q.) 1,1,K
72 9 LALL OUEST1INDEx(N), 1,10Ex( 1))
73 CALL GETN04(Nums,1)
7 te 14EIGPIT = NoMS(1)
75 1F1wEIG41 .1.E. 9) corn 10
76 WRITE(TTYOOT,105) WEIGHT
7? Goiu 9

78 10 HAT14,11 = WEIGHT
77 8 LONTINJE,

AAJTH 2

81 L

82 C *******
83 C FORHATS
84 C
85 1.

86 100 FORMAT(1H0,22H ***ELEMENT Tno 1180E>,15,3H***)
87 101 FORMA1(1H0,3UH **ELEMENT ALREADY IN SYSTEM>,15,1O***)
88 102 FoRMATTIH ,311t BORDER ON THIS ELEMENT ? (V/N))
89 103 FORMAT1421
93 104 FORMATC1H ,21H ***INVALID RESPONSE>,A2,3H***)
91 105 FORMATIIH ,28H *** WEIGHT VALUE TOO LARGE>,I5,311=1.*)
92 106 FORMATI1H ,29H ELEMEAT NUMBER TO BE ADDEO ?I
93 rND

35.;

7 5



1

2

3

C

1

SHNRoUlINE cHANGEIN,MAT,INDEX)

THIS SOOPOHTINE WILL CALLOw THE USER TO CHANGE
c A WFIGNT IN IHE ADJACENCY MATRIX

5 L

c.

1 1 RITTEN RY: DAVID R. YINGLING, JR.
L DECISIUN SYSTEMS LAB

7 c ENGINEERING ANO PUBLIC FOLICY GROUP
10 ( UNIVERSIIY OF DAYTON
II I. DAYTON, OHIO 45469
le L 513-229-2238
1) L

14 IMPLICIT INTEGER (A-Z)
15 DIMENSION MATI50,501, INDEX(50), NUMST31
16 comm(IN /INFO/ QTYPE, TTYIN, TTY(JUT
17 L

IR LOGICAL FOuND1, FOUND?
'19 C

23 L
21 5 wRITE;TTYOUT,I00)
22 CALL GETNUMINUMS,31
23 GOTO 6

24 I CALL GETNUMINUMS,31
25

26 L CHECK FOR ZERO INPUT
27 C

28 6 IFINUMS(1) GT, 0 AND. NUM5T21 .GT. 0) GOTO 8

27 RETURN
3D C

3 t. CHECK FOR EXISTANCE OF ELEMENTS
37 L

33 8 CALL FINDIT(N,NUM5(1),NUMS(2),X,Y,INDEX,FOUNDI,FOUNB2)
34 C

35 C DID WE GET A VALID INPUT ?
35 L

37 IFIFOUNDI AND. FOUNU21 GOTO 3

38 EQ. 0) GOTO 4

47 wRITE(ITYOUT,101) NUMS(1)
4) IrIY GT. 0/ GOTO 5

41 4 wRITE(TTYOUT,101) NUM5(2)
42 GOTO 5

4) C

44 3 IFI4UMS(3),,--.(.E. 9) GOT() 7

wRITE( l'TyrrjuT,102) NUM5(3)
45 GuTn 5

47 C

49 1 MATIX,Y1 NUMS(3)
41 Gorr) I

50 C

51 L

52 C FORMATS
53 L 4141,441441

34 L

55 100 FORMA1I1H ,41H ENTER A REACHES TO 11, WEIGHT (3 NUMBERS))
55 101 F1)R4ATI1N ,,q3H ***ELEMENT DOLS NoT EXIST>,15,311m)

102 FOPMAT(14 .78H ***WEIGHT VALUE TO)) LARGE>,15,3114"10
54 END n

I

76



4

7

11114,!' ill 11E OL I. I 1 to MAIINUE A)

14VLICIT POLC.ER (11-2)
hi4PIS11.4 40(50150)P Pip(*(50), NUMS(3)
14.41.1 /Pali JYYPE, TIYIN, TIYOuT

I LI(. I t AL INN a F ipj,102

I) L

11 .RITEITTY1IT,101)
12 1 CALL GEI,NUm(NUmS,1)
11 C

14 I. is IT LERO ?
15 L

IS IF(1OMSI1) JO. 0/ RETURN
17 C

10 L FLEMFNT IN SO ?
C.

2D
21

2?

(ALL FINDI1IN,NUMS(1),J,I,J,INDEX.E0UNDICIUN0,')
IFIFOUPID1) GOT0 3

WRITE(1TYOU1,100) NUNS(1)
21 GOTO 1

24 L

25 3 IF(I .EQ. N) 6910 4

27 '13 N 1

2R DO s K1.1,N3
2? K2 I

DU 6 J=1,4
31 mAT(.1.j) = m4T(K2.,1)
32 6 CONTINUE
33 DO 7 ..1=1,1

14 mAT(J,K1) NAT(j,R2)
35 7 CONTINUE
15 5 CONTINUE
17 DO 8 K171,43

K2 = K1 1

11 IN1)EX(K1) = INDO((2)
40 8 (0NTINUE
41 C

4e 4h2N- 1
43 GOTO I

44 C

45 C

4S L FoRmATS
47 C.

4R.0
44 100 FoRMAT(IN ,2tH *MMEL[MENT DOES NOT EXIS1>,I5,.ios*)
5(.) 101 EORmAripI ,30H ELEMENT NUMBER TO lE ERASED ?)
51 END

77



2

4

5

L

L

!,Iffinalutluf FILL(N,MAT,INDEX,R1.R2)

fH1s SUBROUTINE ALLOWS THE USER TO FILL UP

nRITTEN 4Y: DAVID R. YINGLING,

THr ADJACENCY

? c DECISION SYSTEMS LA8
8 C ENGINEERING AND PUBLIC POLICY CRIMP

UNIVERStIY OF DAYTON
I) L DAYTON, OHIO 45469
II 513-229-2238
te
I) IMPLICIT INTEGER (A-2)
ii DItAENSInN mATI50,50), INDEXI503, NOMSI3/
IS cumm(IN /INFO/ QTYPE, TTYIN, TTYOUT
15 COmmON /BOW 1.I(I60), 12(160)
I/ LOCICAL UtyPE
IR c. SEE IE THIS IS A RESTART

20 IFIRI .GT. 0 .0R. R2 .GT. 0) GOTO I

21 RO4 2 i

22 LOL . 1

23 RI . 0
24 P7 0

/5 L

76 10 00 2 I=ROW,N
27 00 2 J.COL,N
28 IFII .EQ. GOTQ 2

27 5 CALL qUESTIINDEXIII,INDEX(J)) -%
CALL GETN0M(NUMS,1).

31 IF(NUMS(1) .EC), 10) GOTO 3

32 !F(/NV.)45(1) .LE, 9) GOTO 4

43 WRITF(TTYD1T,I01) NOMS(I)
34 GOTJ 5

3S
mATII,J) = NUMS11/

35 CONTINUF
3/

39 C

GO to 6

3) L RESTART
41 L

41 I I RI
4/ DO 7 J:-R2,4
41 8 cALL QU(ST(INDEXIII,(NDEX(J))
44 CALL CETNUM(NUMS,I)
45 IF(NO4Sil) .E0. 10) GOTO

IF(NUMS(1) 9) GOTO 9

wR4TE(TTYOuT.101) NUMS111
49 Got(1
4? 9 MATII,J) = NUMS(I)
1) 7 CONTINUE
51 R114 1

COL , RI I

51 'Pl ' 9
14 R2

55 r.1Tn tl

is L

57 C GFNFPATF PFSTART PARAMS
58 (

MATRIX



SO 3 141

h) 02 2 J

61 h peruRN
6? C

***** 10.

64 )0dmATS
OS L ***** p*

6S L
67 10) fV4S7( 1q),15.2u1A ,ISp1011. WEIGHT 1)

64 101 1U-014711A ,28H *$,EI(.HT VALUE TOO lARGE),15,1.1...)
f40

360

79



I

2

3

4

5

.

C

L

C

L,

SuliR110111 FI1UIT(N,NI,N2,51,52,INDE),FOUNDI,FOUNU)

THIS SUIROUTINE FINDS ELEMENTS NI, N2 IN THE INDEX SIT

THE VALUES SI, 52 ARE THE POSITIONS OF NI AND N2 IN 1HF
6 L INDEX SET,
7 L

8 L FOUNDI AND FUUND2 ARE LOGICAL VALUES AND ARE SET EOU4L
7 TO .TRUE. IF NI OR N2 (RESPECTIVELY) ARE FOUND IN 1H)

13 L INDEX SFT,
II

I/ C ARI1TEN BY: DAVID R. YINGLING, JR.
11 c DECISION SYSTEMS LAB
14 C ENGINEERING AND PUBLIC POLICY GROUP
15 L UNIVERSITY OF PAYTON
15 C DAYTON, 111110 45469
11 C. 513-229-223B
18 C.

17 IMPLICIT INTEGER (A-1)
23 DImFNSION INDEX(128)
ZI LOGICAL FOUNUI, FOUND2
22 C.

23 FOUND1 .FALGE.
24 ruutall .FALSE.
25 SI ,

25 SI 7 0

21 C.

28 DI I

27 IF(41 .FQ INDEX(I)) SI ' 1

IFIN/ .E1 ±.44pEx(1)) Si 2

31 I CONTINUF
1,? C.

33 IFIS1 ,r,r. 0) FOUNDI .TRUE.
!3, IF(52 .GT, 0) FOUND2 .TPAE,
35 REtuRN
16 ENU



?

1 ,

s f;,

SC
7

C

I)

11 C.

12 C

13 L

14

15

15

1/

IS

13 L
20

21

2?

21 C
24

25 C

25
27

23 C

21

3),
31

32 C

31 L

34 L

35

35

37

38 C

39 L
40 C

41

42

43
44

45 C

45 C

47 L
48

4?

SD C
51 c

52 L

5)

54

55

55

57

51

1,4140011,4 INU4(ARRAY,N)

1.115 SLO4TOI4 E WILL READ "4" UNSIGNED INTEGERS FROM
ttit. TFPAINAL TYPED IN A FREE FORMAT AND STORE THEM IN
AAPAi"

4R1T7E4 RY: DAVID R. YINGLING, JR.
DECISION SYSTEMS LAB
ENCANIERING 440 PUBLIC POLICY 04UVP
U4IVERSIlY OF DAYTON
DAYTON, 0410 45469
513-229-2238

IMPLICIT INTEGER (A-Z)
COMM(l4 /INFO/ QTYPE. TTYIN, TTYOUT
DIMENSION ARRAY(1), BUFFER(80), NUMS(10/
DATA NUMS/1H0,1H1,1H2,1H3,1H4.1H5,1H6,1H7,1H8,1H9/
DATA BLANK/IO /, COMMA/1H,/

DO 8 I=1,N
ARQAY(II 2 0

8 CONTINUE

I R(ADITTYIN,200) BUFFER

P9WER = 0

DO 2 121,80
K = 81 1

IF18UFFER(K) .E0. BlANK .0R. BUFFERM .ECI, COMMA/ GOTO 3

FOUND A CHARACTER, SEE IF IT'S A VALID NUMERIC

DO 4 J=1,10
II = J 1

IFCRUFFER(K) .NE. NUMS(J)1 GOTO 4

ITS A NUMBER, ADD IT TO PRESENT SUM

ARRAYILI = ARRAY(1) + 111 11041SPOWER1/
POwER e POWER 4 I

GOTO 2

4 CONTINUE

COMF HERE IF CHARACTER FOUND WAS NOT NUMERIC

ARITEITTYOOT.100)
60TO I.

FOUND A rlEIIMITER, SEE IF END OF A NUMBER

3 IFIARRAY(C) .F.Q. 0) GOTO 2

* (- 1
ITIL .EQ. 0) GOTO 5

ARRAy(L) , 0

PooR 0

1 CONTINUE

3 6 81



NINIIMP=11

5)
63
61

62

L

L

L

L

AAKE suRE NUMBER'S) 15/ARE LESS
wE noNir EXCEED 15 FURMA1S

THAN 99999 Sn

61 5 00 6 1,I,N
64 IFIARRAY(11 .GT. 99999) GOTO 7
65 6 (0171414
66 RETuRN
7 L

69 L IRRDR nESSAGE
6)
7J 7 WRITEMfOOT,10l)
71 GOT() 1

72 L

73 C FORHATS
74 L

75 100 E0RmAT(3/4-***ERRORT0,140 INPUT NOT NOMERICRUPY)
75 101 FORmA11)9H-$.*ERROR41,110 NUMBER151 TOO LARGERORY)
17 200 FoRMAT18041)
78 ENn

flr'gl

82



1 Y/4140/11'4 RLSULYIN,IN,LIST,THRESH/

3 L TIS $4101T1NE RESOLVES THE WEIGHTFD mA1A1x
4 c.

1.01'414 /IWO/ QTYPE, TIYIN, 11,00

7 IMPLICIT riTEGER IA-Z/
A INTEGER 14150,50/r LISI150

Lft.ICAL AD.050,501, QTYPE, R14150,50/
13 ,

11 T % THAESH
12 C

13 C CONSTRUCT R1NARY ADJACENCY MATRIX
14 C

15 15 DO 10 I:1,0
16 DU 10 J31,N
17 ADJ(I,J) 2 ,FALSF,
18 IFII .EQ. J1 GUN 11
19 IF(IN(I,J) .LT. T) GUTO 10
20 11 ADJ(I,J) 2 ,TRUE.
21 10 CONTINUF
22 :

23 C CHECK Ir CYCLE IS RESOLVED AT THIS THRESHOLD
24

25 CALL TRNCLS(ADJ,RM,N)
25 C

27 C CHECK TO SEE If REACHABILITY MAT IS
28 C ALL ONES, IF SD, CYCLE IS RESOLVED
27 C IF NOT,TsT,..1 AND CONSTRUCT NEW ADJ MA Rix
1) L

31 DO 12 121,4
32 DO 12 J=IPN
33 ITI.NOT. RM(I,J)/ COTO. 13
34 12 CONTINUE
35 C

36 C TELL USER CYCLE IS RESOLVED
17 C

38 WRITE(TTYOUT,1) T

19 L

40 C PRINT UNIVERSAL MATRIX
L

42 CALL PRNTMTIN,IN,LIST,T,.TRUE./
4) C
44 L PRINT GEODEDIC OUTPUT
1.5 L

45 (ALL GEOD(ADJ,N,LIST1
4, RETURN
48 C

4) L NO GOOD, 7. Y AGAIN
5) C

51 13 T I - 1

52 GoTri 15

51 L

is

I FURMAT(11-,1 ***CYCLE RESO1VED***1,/,' THRESIONP:r)1,2X,12/
4ND

3 b
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e

3 ;

SURPrIUTINE TRNCLS(4pB,N)

THIS SJ9ROuTINE TAKES THE TRANSITIVE CLOSURE
oT mAT A Atm PuTs THE ANSWER INTO MAT B.

5 c

6 IMPLICIT INTEGER (A-2)
7 INTEGER CI501

7 C

LOGICAL A(50,50), BI50.50)

10 DD I 111,N
11 00 I J21,N
1? I B(1,J) = CIPJ)
11

14 I L O

15 ? NI = 0

15 NT 0

17 1,114 1
19 1EII .CT. N1 RETURN
17 5 DO 3 K=1,N
20 1F( .NJT. 811AK)1 GUTU 3

21 NT 2 NT 1

22 C(NT) K,

21 3 CONTINUE
2/4 c

25 C.

25 IE(NT .E2. NI) COTO 2

27 L

2E4 NI NT
29 DO 4 1.21,N1
30 K C(L)
31 DO 4 J=1,4
32 4 IF(B(K,j)) 6(1,J) 2 *TRUE.
33 C.

NT . 0

35 COTO 5

16 END



1 lUOm 1/11.41 GLUDIA,NPINOEX/

THIS SURR,HtINE PRINTS OUT GEODEDIC CYC1ES
4 L

5 (UMMiN /INFO/ QTYPE. TIYIN# TTYOUT

ImPLI(IT INTEGER (A-2)
INIEGFR B(),50), Cl50.53). 6(50,50), LIP1I50)

3 INTEGER INICX(50), PRINT(50)
1J LOGI(AL :110E, A(50,50)
11 L.

12 DATA G/25030/, R12500$0/
13
14 foRM a -

15 (.

lb L \\
17 DO 10 l'IPN
IR DO 10 J=1.4
17 IF(.NOT. AIJ,I1/ GUTO 10
2) BUM = 1

21 CIJ.I/ = 1

22 IF(J .EO. I) GIJ,I/ 0
23 10 CONTINUF
24 C

25 L FORM G

25
27 NBN ' 1

29 11 DO 12 111/N
23 DO 12 J'IPN
3) C(J.!) x 0

31 DO 13 K=1,N
32 mA x 0

33 IF(A(J,()) MA x 1

34 13 C(J.I) 2 MA B(K,11 C(J.I)
35 IFICIJ.11 C. 01 C(J,I) 2 1

36 12 CONTINUE
37
38 C COMPUTE TO THE NTH
33 C

40 NBN x NBN 1

41 DO 14 I=IoN
42 DO 14 J21,N
43 6II.J1 = GII,J1 * ICII,J) 13(1,)1)
44 14 1111,J/ 2 CII,J1
45 .LT. N -I/ GUTO 11
45
47 C PRINT HEADING.
49 C

44 WRITE(TTYOUT,1)
59 C
51 L COMPUTE PATHS
5? C

51 NCPT 0
54 DU 1h IGE"20
55 LIM lOP - 1

511 00 16 JGP71,LIM
57 N8 GlIGP.J6P1
58 NA 2 GIJGP.1(,P)

3 6 3
8 5



5) IT(NA .r.r. 0 .UR. NB .Ctl. C)/

N8N0 = I

61 1I3N(N810) = IGP
62 IFI18 .GT. 1, COTO 17

63 C.

6. NlYTO 2 4A11) I

55 LI0N(N-8.40) 2 Jup
65 GoTn 21

67'C

/I

72

73
74

15

75

77

71
7/

8)
81
8/

81 C.

84

85
85 L
87
88

8/
93
91
9/

93

94
95
95
91

98
9/ C

103 L

101 C.

102

103
104
105
105
10/
101
1^1 C

111
111 C.

11/
111
114

115

COTO 16

19 wPITI(11r3UT,2) N8,1GP,JGP
Go To 21

17 Lmm = NB - I

LAS! = 0

DO 20 10,4=1,01M
WINO = 18N0 1

LIDN(N140) r NOTR(CACP,N8-1N,JCP,INPIX,N,LASI)
LAsr = LIDNIN8ND1

20 IFTIX .E0. 11 GOTU 19

NBND a 98ND 1

110N1N8ND1 JGP
21 1F1NA .GT. 1) GUTO 22

LIDNI4110+11 11P
GOTn 23

24 WRITEITTY007,21 NAPICP,JCP
COTO 23

2' LMN = NA - 1

LAST = 0

DU 25 1N21,LMN
NBNO = NRND 1

LIDN(N8ND1 = NOTRTG,JGP0A-INAGP,174,1X,N,LASII
LAST = LID4(NETND)

25 !HIT( E(1. 1) GUM 24

LIDN1NB1P411 x 1CP
23 CONTINUE

NCPT NCPT
LMC 2 NB40 4. 1

FIX PRINT ouT

DO 15 04* = 1,LMC
NUM = LITINTNX)

15 PPINTTNxT = IN0EXINUM7
Nxxx 2 4A NB
WRITF(TTYOuT,3) NCPI,N)000INDEXIIGPIPINDEXLIGPI,IPPINTTI/,1=1,LMC/

16 CONTINUE
RFTIIRN

FoPmAT5

FORMAT(0-0,INUMBER1,5X,INLINKS1,4XIIELEMFNTSI,SWPATHI)
2 FoRmATtlx,0 PAS TROUVE 0.3151
3 FFIRMAT(' 1,1X,14,13X,1?,3X,I5,/,',15,3X,6(7(15),/33X))

END 3 C.'f'
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FUNCIION NUIRIG,ICL,NBLG,ILONBCIPIXoNONoI(tST)
1 C

ImPLICIT INTEGER (At)
4 INTEGER G(50,50), LST(50)
5 C

0

IBI 0

9 DO 1 I1oN94
4 IFIC( 1,11G) .NE. NEILG/ GOTO 1

lj IBI * IBI 1

11 L5T(1111) = I

1? I (ONTIMUE
11 IFIIBI .1E. 0) RETURN
14 DO 2 1=1,N94
15 .NE. NBCL) GOTO 2

16 IFILAST .E0. COTO 5

17 IFIG(LASToI) .NE. 1/ GOTO 2

In 5 DO 3 K=1,1B1
14 3 IF( I .EO. IST(K)) GOTO 4

20 2 CONTINUE
21 IX = 1

22 RETURN
23 4 NOTR LSTIR)
24 RETURN
25 ENO



1

2 C

C

4 L

5 C

7 C

R L

7 C

1) L

11 C

I? C

13 I.

14 C

15 I.

15 C

17 C

18 C

17 C

21 C
21 C

2? I

23

24 C

25 C

26 C

27
2R

20

30 C
31 C

32 C

33 C

34 C

35

35 C

17 C

38 C

17 C

40 :

41 I.

41 C.

41 C

44

45
45 ,

47 L

45

47 L

5)
51

51

5,

55
55

157 C

SA L

P7111044 4AKEIT

NOTICE

ALL RIGHIS RESERVED. NO PART OF THIS PROGRAM MAY BE SOLD, 0

PEPRonLicEO, STORED IN A RETRIEVAL SYSTEM, OR TRANSMITTED
IN AN,/ F1RM OP BY ANY MEANS, ELECTRONIC, MECHANICAL,
PHrifiKUPYING, RECORDING, OR OTHERWISE, WITHOUT THE
PRIOR PFRMISSION CO. THE

ONIVERSITY OF DAYTON RESEARCH INSTITUTE.

PROGRAM AUTHURI DAVID R. YINGLING, JR.
DATEI DECEMBER 31, 1976

THIS PROGRAM CONVERTS A SEQUENTIAL ACCESSED EDITOR
CREATED FILE INTn A DIRECT ACCESS FILE FOR
FULL TEXT QUERIES

IMPLICIT INTEGER (A-Z0

THE ENGLISH rExT CAN BE 60 CHARS. ON ONE LINE
AND UP TO TEN LINES

COMMON TTYIN, TTYOUT, N, TOTAL, POS, K, LENGT1l(10), PACREDI200/
DAIA YUP/1HY/

SYSTEM DEPENDENT INITIALIZATIONS

THE DIMENSION OF ARRAY "PACKED" MUST BE
CHANGED TO "NWORDS"

EACH ERCDIC OR BCD EETTER USES X BITS

FOR IBM 360/370 X=EI

FOP CDC 6600/6400 X:6

NWORDS IS EQO TO 60 CHARACTERS (ONE LINE) DIVIDED BY
NUMBER cIF CHARACTERS ABLE TO BE STORED IN ONE WORD INGMAR/ TIMES
TFN (FOR TE1 LINES).

NCHAR 3 NUMBER nF BITS PER MACHINE WORD ;71BIT5) DIVIDED
By nxu.

DIMENSION CARD(60)

TTY1N ,

TTYNU1
31

X g

OC,140 4RITS / X

Nol'101)S , (0v) / NCHAR) 41 10
TOTAL 7 4WIRDS 10

DEFINE D1RF I ACCESS FILE



5) tO4tA44 ')NIT N s $

OD - PELSII( (Fla ) 2 BITS) 161

61 1: NUM (jF REC1RUS .260
6? :

6) C

6.. DEIINE !ILT 8(160,160,UPNNJSED)
65

65 : LONSTRX! FILE
67 L

68 LALI DJITINL"AROWOR(JSPC4RD)
6 C

7) L N IS TH NUMAER UT TEXT REcmos AND FIRST RECORD OF FILE
71 L

71 WRITEIO'II
71 L

74 C SEE IF I4SER WANTS TO OISPLAY ELEMENTS
75 C

76 NRITE(TTYpOT,I)
77

78

7?

PEAn (TTY(N,2) REPLY
IF(REPLI .ED. YUP) CALL SHOW
CALL ExIT

8D L

RI C SATISFY THE COMPILER WITH STOP STATEMENT
82 C

53 STOPIIIII
84 C

85 FORMATS
85 L

87 I FORMATII4D.41HPERMFILE HAS SEEN CREATED FOR FULL TEXT QUERIES/1H
85 IIHSNOWTY/N) ?)
99 2 FORMATIA1)
9D END



1

1

4

C

C.

C

i)NR1HIIAE UulT(NCHARANWURUS,CARD)

THIS SURRJUTINE CRLATES THE RANDOM TEXT FILE

5 IMPLICIT INTEGER (A-2I
COMMON TT1IN2ITYOUI2N2TOTAL2POS2START,LENGTH(10)2PACKED(200)

7 LO(ICAL FLAt,

4 C)A7A R/1HR/, E/INE/, L/IHL/2 SLANT/1H//2 ONE/1H12, TWO/lHa,
b31A 114EF/143/

I) I/14E1.4411N (AK0160)
II

12 START = 1

11 POS 2 0

FLAG t .FALSE.
Is 0

IS C

17 I_ ZAP mit LENGTH INDICATORS
1p C

13 00 1 I=1,1n
21 LENGTH11) 2 0

21 1 CCNTI4yE
21

21 : FORTRAN O4IT 10 POINTS TO SEQUENTIAL TEXT FILE
24 L

25 2 REA0110,10,END31 CARD
2s IFICARD11/ .E0, SLANT/ GOTO 4

27 C.

2R NOT 4 C94TVIL KEYWORD, PACK MORE TEXT INTO "PACKED"
23 C

3) CALL PACKINWIRDS,NCHAR,CARD)
31 GOT(' z

3? C

31 C EE IF FLAC, IS nti, IF SO, WRITE CURRENT "PACKED" AND PROCESS
3 I. SLANT RECORD
15 L

35 4 IF(dor. FLAG) GOTU
37 L(
39 C wRITE RECORD TO FILE ACCORDING TO LOOPOS (LOGICAL POSITION)
13 C

4) CALL WRITE(LUGPOS2NWORDS)
41 C

4? C PRACESS SLANT RECORD
43 L

44 5 LOr,POS = 0

45 IF(CAR0(2) .NE, RI GOTO 6

4t.

47

4H C

4' L

5) C

51 C

5?

5) L

54 C THIS 14 AtPFLATIONAL CLAUSF21WHICH ONE ?

55 C

5 IFc(ARn:3) ,FQ, PNE) tOC;PUS 2 ?

IF1rARD(1/ .102 T4O1 LUGPOS 1

511 IF(CARN11 E), 004E) LOOPO4 = 4

4!)`-,
t.) I 90



54

6)
61

0? t.

IF ( )6v1S ?) GUM 9
riAr,

nrn

0;Ln ac A "'EL" (ARO
64

6 lkiLAJ) () COTO 3

65 IFIcAV.)(31 EQ. L) LOGPOS * N 5

67 IFILor.PI; 2) LAIN 9

68 FLA: * TA
6) i3OT1 /

75
71 C 11 SIIJJLI RE Am FC1F "//" CARO
7; c

8 1FICAR)(71 .EQ. SLANT) RE7URN
74 C

'5 I. ITS Nof ATI(THINC RICHGNIZABLE

7,, 6:V1 1

79 3 FoR I T [IT IVOIr, II)

11 9 wRITFITT'vjuT,111
A) LAL,L Fx1T
Al ,

8?

c.

ISSIF ST)P srArEmENI ro SATISFY COMPILER

STJP,'2217
A C

85 inKmATS
n7 c

84 10 F1441T1h4A11
9) II 104"AT(140,43)4MMISSING "//" CARO AT END OF TEXT FILE*44)
cv.) 12 F04417(1,4),1,5H***ERROR$4,. INVALID SLANT KEYWORD Ha-WINTERED/I 1

'TFXT FILE TO CORRECT/IH-,23H***MAKEIT TIPmINATE0,004)
9? F.4!)

37

,28



1 .
SU4POU1INE .0411EILUGPUSOWURDS1

L

3 C THIS SUIROUTINE WRITES OUT "PACKED" AND "LENGTH" WO
C THE C)14FrT ACCESS FILE

5 IMPI ICIT INTEGER (A-1)
7 CO"mPN TTY1'1,1TYOUT,N,TOT4L,PO5,START,LENGTH(10),PACKED(200)
8 IETEUGP1S .Lt. 51 GOTU I

1 :

I)

11

12

11

14 I

14 C

wRITEI4'LOGPH5T ILENGTH(1), 1=1.TOTAL/
11 sTART 2 I

14 POS

11 I.

23 C ZAP OUT LENGTH INDICATOR

THIS IS AN ELEMENT'S TEXT

NNt I
oRITF ANTI) FILE

21 L

DO 2 Irl,In
2) LUJGTqlf) 2 0

COiTINUE
25 RETURN
21, E

3 t.)



114HJI I NL PACK114HROS.NC4AR,CAR0)

TH1!, sliu)A114( PALKS:

I) A.) Mt j 014RALTERS AS POSSIBLE INTO cm mArliINE woo

21 !AC L:NES OF IExT ON A WORD BOUNDRY INT1 "PACKED"

INIt6ER (A-21
(.04 try.1H,Tfloul/N,TOT4L.POS.START,LENGTH(11),PACKED(200)
D11[45111 LARD(601
PAIA BLANK/1H /

FluoRE Oljt LENGTH

PoS - PDS 1

00 I 121.60
17 1F(CARD(SI - I) .NE. BLANK) GOTO 2

2) 1 LONTINUE
21

2,1

21 1 LEN 61 I

14 C

25 N14 CO4ES tHE TRICKY PART. RE-READ INEORMATTHH to PACK.
2s 17. WITH UTC ESTENDED FORTRAN USE AN ENCODE STATEmiNt
27 ( 1N OTHER Cp4PUTFRS USE CORE TO CORE I/0 OR A SCRATCH
2H C I/0 UNIT, FORTRAN UNIT 20 FOR MY SPECTRA 70 IS VIRTUAL MEMORY
27 L

31 CORE 2 20
31 PF.I140 CORE
32 .011tE1C9PE,3) (CARDII1,131,LEN)

4:

41

4'4

4c
4s
4,

RE4IND CORE

FIGURE OUT LE4GTH oF PACKED LINE

LENGTH(PPS) (LEN 1) / NCHAR I

IN1 START tALNCTH(POS)
RFAD(CPRE,4) IACKED(1).125TART,END)
START 7 START +'LFNGTH(PM)
RCTUR4

DF SURE ti (HECK FORMAT N 4

F34PAAT(A)'A1)
4 FlumAT(15A41

END

9

(el



y(pRuJIINL SHuw
C.

THIs SORRuoTINE SHowS THE ELEMENTS AS THEY MIGHI
4 C OPEAR 111R14(., A4 ISM SESSION, THIS IS HEOFUL

FrIR oFTERMINING THE READABILITY OF THE TEXT
s

7 14(, 1 IC I T INTEGER (A-Z )
n (0"4AN TryiN, TTYOUI, 4, TOTAL, POS. START, IING(10),DUM(200)
4 DATA

CIPIMON /Sein0/ R1(160), 11(160), L2I160), 12III,0). R3(160)
II

12

13

14

IS

1S
17

18

1)

20
21

22

23
14

ZS
15

Zt

C.

(

L

C

c:

C

COMM,IN ',5610,413" AND VECTOR "BLOCK" ARE MI AND JILL
cO4T4I4 THF TEXT

LOGICAL AILS
DIHENSITI RLUCK(650), NUMS(2)
EQuIVALENCE (FILOCK,Kr), TELI,NUMS(1)), (EL2,N01,(2))
FIGO (8';!)
ALLS 2 .FALSE.
Ell = 1

EL? = 0

READ IN RELATIONAL CLAUSfS 1'2, 4 3

PEAD(8'2) (FkilI),111,FOTAL)
PEAD(8'3) (82(I)Ale1,10TAL)
READW41 (Ft311),I21,TOTAl)

/8 C

27 C SEE IF JSER riANTS TO DISPLAY ALL ELEMENTS
30 C

31 wRITEITTYOUT,9)
12 READ ITTY14,101 REPLY
31 IFIREPLY .EG1. YUP) GOTO 2

34 C

is C SEE wH1CH FUMENTS THE USER WANTS TO SHOW
3s
31 1 oRITF(TTYOU1,5)
19 CALL GET404(NUM5,?)
34 IF(ELI .13. 0 OR. E12 0) RETURN
4) IF(Ell ,AND. FL2 ,LE, N) GOTU 8
41 IFIELI .(T. 4) WRITE(TTY00,11) Ell
42 !FIFA? G,T. 4) WRITEITTYOUT,11) E12
41 GOTO
44 8 II = ELI 4 4

45 FIND (8'11)
45 1,1 EL? 4

47 READI8'111 TLIII),Iw1,ToTAL)
48 REAU(13'I?) (L2(1),Iw1,TOTAL)
44 of3sET = 0

PO 3 1,10
51 I I 7 0

I? 7 n

5( 00 4 J-IrIn
54 IF(nLyw(j 4 OFFSVI) .E.Q. 0) COTO 4

55 IFN6TH t ALICKIJ * OFFS(T)
55 II / IZ 1

4 IE4GTH - I

51 wRIIT1 1T0IJT,11 IBLO(.K(C OFFSFT 10),CeT1.1,,)

t) 4 J 94



57

6?
61 )

COr4IIN.0E
(IMF! 2 oFESFI * TOTAL
0DTINW

6: IF( .N1Y. ALLS) COTO I

6)
64 1 Ell r Ii2 I

65 (LI = Ell * I

as IFIEki .CI. N) RETURN
61 IT((L2 .CT. n) EL/ 1

64 .tS * .TR1E.
67 CUTO 8

70 L

71 C.

71 C vokmATS
71 C.

14 5 FURMAT( 1H ,25H5HOW WHICH TWO ELEMENTS T)
75 6 FORMAT(?15)
7S 7 FM0110'1111 ,I5A4)
1 9 FORMAT((H-,24H5HOW ALL ELEMENTS(Y/N) 1)
1H 10 FORMAT(AI)
17 II FORMAT(I4.,IIHIlloSERROR4101,I5,24H Nw: FOUND ON QU(RY FILE)
81 END ,

t)

9 5



5080,11.0 I ft C.L MUM( ARRAY,N)

THIs SuARO0TINE WILL READ "N" UNSIGNED INTEGERS FROM
4 . Tfif Ifif4PIAL TYPED IN A FREE FORMAT AND STORE THEM IN
s

f)

C 'OUTTEN ni! DAVID R. YINGLING* JR.
8 DECISION SYSTEMS LAB
) ENGINEERING AND PUBLIC POLICY GROUP

UNIVERSIIY OF PAYTON
II DAYTON, OHIO 45469
12 513-219-2236
11 C

14 IMPLICIT INTEGER (A-21
15 TTYIN, TTYOUT, N, TOTAL* POS, START, LENG(10); DUM(200)
lb OlmENSION ARRAY(1), BUFFER(80)* NUMSIIDI
1/ DATA No4;i1HU,1141,1H2,1H3,1H4,1H5,1H6,1H7,1H11,1H9/
18 [IATA 11(44Kfpi /, CUMMA/1H,/

C

2) HO 8 1,1,4
21 Ap0Arfl) , 0
ie 8 LOATINoE
1;

24 1 wEAD(TT1INI200) B104ER
iS

, 4

27 PO4FR , 0

?) DO e 1=1,80
3; K 3 81 I

11 IFIlluFFFRIK)

33 c.

34 7.

lc o 4 J.1,11
11 = J 1

.EQ. BLANK .0R. BUFFER(K) .EQ. COMMA) GEM) 3

i:oUNO t CHARACTER, SEE IF IT'S A VALID NUMERIC

1/ IF(BOFEERIK) K.'NUMS(j)) GOTO 4

L ITS A o48FR, ADD IT E0 PRESiNT SUM
4')

4?
r=1(l+)1+ (11 * (10**POWER))41 ARRAV(1.1

fly/ER
41

44 4 CUNT149F
4'

41 c

49 .011IF(TrIma,1001
4 Mirn
$1

51 C TOUTED A IFIIMITFR, SEE IF END OT A NjMBER
L

Si 3 IELARRAY(L) .(4. 0) GOTO
s. L/1.- I

SC P 1) GOTO 5

ARwAyEt1 n

PT4ER
58 CWITINuf

COmF HERE IF CHARACTER FOUND WAS NOT NUMERIC

3 4.

96



59
61
61

1
C

C

mA'KE SURE NUMBERIS1 IS/ARE LESS
)4E DON'T ExCEED 15 FORMATS

THAN 99999 SO

61 5 DO 6 121,4
61 IF(ARRA1(11 .GT. 99999) GOTO 7

65 6 COUT1NuE
65 RETURN
67 L

66 L iRF) R mESS1GE
6)
7) 7 wRITE(TTYOUTP101)
71 (*)ID 1

7?

7 1 C FoRmATS
74 C

75 100 FoR1AT(374-41.41ERROR*** INPUT NOT NUMERICRETRY)
7s 101 FORMAT(19N-***ERROR*** NuMBER(S) TOO LARGERETRY)
77 200 FORMAT(8041)
0:1 END

3 4 )
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